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1. Class 1 on 5 September 2017, Tu of Week 1

Some abbreviations:

& :“ and

ô :“ iff :“ if and only if

ñ :“ implies ‰ therefore “: 6

COURSE GOAL: Present math as absolute truth.

We present Truth Tables.

We defined NOT X via a truth table.

We defined X&Y , X or Y , X ñ Y , X ô Y via truth tables.

THEOREM 1.1. Let A be a proposition. Then: A or pNOTA q.

The last column of the truth table below shows that, in call cases,

the proposition A or pNOTAq is true. When a proposition is always

true, we call it a theorem.

Proof.

A NOTA A or pNOTAq

T F T

F T T
�

THEOREM 1.2. Let A and B be propositions. Then:

p A ñ B q ô p pNOTAq or B q.

Proof. Let C :“ pAñ Bq and D :“ pNOTAq. We wish to show:

C ô pD or Bq.

Let E :“ pD or Bq. We wish to show: C ô E.

A B C D E C ô E

T T T F T T

T F F F F T

F T T T T T

F F F T T T

�

Assigned HW#1.

THEOREM 1.3. Let A, B and C be propositions. Then:

p A ñ pB&C q q ô p pA ñ B q & pAñ C q q.
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Proof. Let D :“ pB&Cq, E :“ pA ñ Bq and F :“ pA ñ Cq. We wish

to show: rA ñ Ds ô rE&F s. Let G :“ pA ñ Dq and H :“ pE&F q.

We wish to show: Gô H.

A B C D E F G H Gô H

T T T T T T T T T

T T F F T F F F T

T F T F F T F F T

T F F F F F F F T

F T T T T T T T T

F T F F T T T T T

F F T F T T T T T

F F F F T T T T T

�

Assigned HW#2 and HW#3.

Homework 3 asks for a proof that, for any propositions P and Q,

we have: rP&pP ñ Qqs ñ Q. I sometimes call this the “bad form”

theorem; in practice, it’s bad form to use it, because: If, in a proof, we

write P ñ Q, it conveys the thought, “If we could somehow just show

that P is true, then we would know Q is true”, and it’s a little odd

to say this if we already know that P is true. We’ll see how this kind

of situation can come up, and, when it does, we’ll talk about how to

rewrite the proof.

Some abbreviations:

@ :“ for all/any/every “universal quantifier”

D :“ there exists “existential quantifier”

D! :“ D! :“ there exists a unique

s.t. :“ such that

P :“ is an element of

Ď :“ is a subset of

We will not develop all of the rules, conventions and axioms of math-

ematics here; this course is not an ab ovo development of mathematics.

Nevertheless, certain axioms deserve to be highlighted. For example,

we’ll call the following the Axiom of Equality:

Axiom: @x, x “ x.
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The above axiom tells us that, for every object x in our mathematical

universe, we have x “ x. This begs the quesion: What are all the

objects that we will consider in this course? If this were a course in

foundations of mathematics, we would answer this in a precise fashion,

but here we will just give examples:

‚ every complex number is an object,

‚ 8 and ´8 are objects,

‚ every set is an object and

‚ / is an object.

NOTE TO SELF: Next year, let’s also have “classes” as objects. The

“common objects” will be complex numbers, ˘8 and sets. The “exotic

objects” will be / and classes. Every element of a class must be a

common object. Every set is a class, but some classes are not sets. A

class that is not a set is a “big class”. A “small class” is the same as a

set. A set that is contained in a class will be called a “small subclass”

of the class. Classes will be denoted by : t¨ ¨ ¨ u. For any well-formed

condition φpxq on x, tx |φpxqu is the class of all common objects x

such that φpxq. Can use any unbound variable in place of x. For any

well-formed condition φpxq on x, for any class C,

tx P C |φpxqu :“ tx | px P Cq&pφpxqqu

denotes the class of all objects x P C such that φpxq. For any well-

formed condition φpxq on x, for any set S, tx P S |φpxqu is a set.

Define tcomobu :“ tx |x “ xu; then tcomobu is the class of all common

objects. Also, tsetsu :“ tA |A is a setu is the class of all sets. Also,

tsingleton setsu is the class of all singleton sets, i.e., sets with exactly

one element. Also, tnonempty setsu :“ tA |A is a nonempty setu is

the class of all nonempty sets.

By Russell’s Paradox, tA | pA is a setq and pA R Aqu is a not a set.

So it’s a class that’s not a small class. That is, it’s a big class. Thus

tsetsu and tcomobu are also big classes.

A “class-function” is a class of ordered pairs satisfying the vertical

line test. For example,
Ť

is a class-function and
ď

: tsets of setsu Ñ tsetsu.

By “function”, we mean a class-function whose domain is a set. By

axiom, the image of a function is also a set.
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Let f be a function. The notation f : A Ñ B is okay if A is a set

and B is class, but, since domain of a function must be a set, we see

that A cannot be a big class. The notation f : A 99K B is okay if A

and B are both big classes, but keep in mind that domrf s and imrf s

are both sets, so domrf s will be a small subclass of A and imrf s will

be a small subclass of B.

The Axiom of Choice asserts: @set D, @S : D Ñ tnonempty setsu,

Dfunction c : D Ñ tlobjsu s.t., @j P D, cj P Sj. That is, “every set

valued function admits a choice function”.

Or, even easier: There is a class function

CHOOSE : tnonempty setsu Ñ tcommon objectsu

such that, for any set S, CHOOSEpSq P S. So, here, ELT gives us

the unique element from any singleton set, and CHOOSE picks some

element from any nonempty set. We could even define ELT to be the

restriction of CHOOSE to the class tsingleton setsu. Maybe we might

use ΞS or ΞpSq instead of CHOOSEpSq, just to save writing. Then, in

the last paragraph, we can simply define c‚ by cj “ ΞpSjq.

END OF NOTE TO SELF

The last object in the list above, /, is a frownie face. It will play

a special role in our course and is nontraditional; most courses would

omit it. For us, whenever we have a computation that does not lead

to an answer, like 0{0, we will define the answer to be /. Moreover, we

assert that / is NOT a set and is not even allowed to be an element

of a set. That is, in our course, we have the nontraditional

Axiom: @set S, r p/ ‰ S q & p/ R S q s.

To some logic purists, every quantifier should be followed by a vari-

able and the quantified clause ends there. To them “@ set S” is not

allowed, and they would rewrite this as:

Axiom: @S,

ˆ

rS is a sets ñ r p/ ‰ S q & p/ R S q s

˙

.

There are reasons to adopt such a view of quantification, but the

level of increased notational complexity makes it infeasible for us; we

will not be purists.

This now begs the question of what objects we DO allow to live

in a set, if / is verboten. Again, without all the work of setting up
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foundational mathematics, it’s difficult to give a precise answer to this

question, but, in essence, any mathematical object can be put into

a set, except /. For example, each of the following is a set, and is

therefore an object:

‚ the set N :“ t1, 2, 3, . . .u of positive integers,

‚ the set N0 :“ t0, 1, 2, 3, . . .u of semipositive (a.k.a. nonnegative)

integers,

‚ the set Z :“ t. . . ,´3,´2,´1, 0, 1, 2, 3, . . .u of integers,

‚ the set Q :“ tm{n |m P Z, n P Nu of rational numbers,

‚ the set R of real numbers (in 1-1 correspondence with the points

of any coordinatized line),

‚ the set R˚ :“ RY t8,´8u and

‚ the set C of complex numbers (in 1-1 correspondence with the

points of any complex coordinatized line).

We have the following inclusions

N Ď N0 Ď Z Ď Q Ď R.

We also have R Ď R˚ and R Ď C. Note, however, that R˚ and C are

inclusion-incomparable, meaning that neither is a subset of the other:

p NOTpR˚ Ď Cq q & p NOTpC Ď R˚q q.

For any sets A and B, by A Ę B, we will mean: NOTpA Ď Bq.

Following this, we write: R˚ Ę C and C Ę R˚.
For any two objects a and b, by a ‰ b we mean: NOTpa “ bq. For

any object a, for any set S, by a R S, we mean: NOTpa P Sq.

We will not develop the four basic operations of addition, subtrac-

tion, multiplication, division (denoted, repectively, `, ´, ¨ and {) on

C. Again, this is not a foundational, or ab ovo, course, and we don’t

have time to set up all the necessary definitions and basic theorems

of such a course. Instead, we will simply assume that you understand

how these four operations work; we rely on your intuition and earlier

education. One caveat: In most courses, certain computations, like 0{0

are simply said to be undefined; for us they will be set to /. We also

extend addition, subtraction, multiplication, division to the set R˚ of

extended reals. Here are some results that we will not prove, and will

simply assume as basic knowledge:

‚ 2` 2 “ 4,

‚ 1{0 “ /,
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‚ 0{0 “ /,

‚ 8 `8 “ 8,

‚ ´8´8 “ ´8,

‚ 8 ´8 “ /,

‚ ´8`8 “ /,

‚ p0.00001q ¨ 8 “ 8,

‚ p´0.00001q ¨ 8 “ ´8,

‚ 0 ¨ 8 “ /,

‚ 0{8 “ 0,

‚ 1000{8 “ 0,

‚ 8{8 “ /,

‚ 8{p´8q “ /.

If you have any questions about any of these, or about any other arith-

metic computations in C or in R˚, please feel free to contact me.

We will also assume that you know the basic properties of addition,

subtraction, multiplication and division on C and on R˚. Here are some

more results that we will not prove, and will simply assume as basic

knowledge:

(1) @x, y P R, x` y “ y ` x.

(2) @x P R, x2 ‰ ´1.

(3) @x P Q, x2 ‰ 2.

(4) @x P R˚, x{0 “ /.

(5) @x P R, x{8 “ x{p´8q “ 0.

(6) @x, y P t8,´8u, x{y “ /.

The logic purist would rewrite these as:

(1) @x, @y, rpx, y P Rq ñ px` y “ y ` xqs.

(2) @x, rpx P Rq ñ px2 ‰ ´1qs.

(3) @x, rpx P Qq ñ px2 ‰ 2qs.

(4) @x, rpx P R˚q ñ px{0 “ /qs.
(5) @x, rpx P Rq ñ px{8 “ x{p´8q “ 0qs.

(6) @x, @y, rpx, y P t8,´8uq ñ px{y “ /qs.

Note that we can extend (1) above to C and to R˚. That is:

p@x, y P C, x` y “ y ` xq & p@x, y P R˚, x` y “ y ` xq.

Note that (6) above is equivalent to

8{8 “ p´8q{8 “ 8{p´8q “ p´8q{p´8q “ /.
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We will also assume you know basic properties of ă, ď, ą, ě on R˚.
Here are some more results that we will not prove, and will simply

assume as basic knowledge:

(1) ´2 ă 1, 5 ą 3, 5 ě 3, 5 ě 5, ´8 ă 8, 8 ď 8.

(2) @x P R˚, x2 ě 0.

(3) @x P R˚, ´8 ď x ď 8.

(4) @x P R, ´8 ă x ă 8.

(5) @a, b, y, z P R, r p p a ă b q & p y ă z q q ñ p a` y ă b` z q s.

For some aspects of set theory, we will rely on your prior knowledge.

In this course, we will not prove, for example, that there exists a unique

set whose only elements are 1 and 2. That is, we will not prove

D! set S s.t. r @x, p r x P S s ô r px “ 1q or px “ 2q s q s.

Instead, we rely on the reader to know that such a set exists, is unique,

and is denoted t1, 2u. Similarly, there’s a set t3, 4u and we will simply

expect you to know that it exists and has only two elements, namely

3 and 4. Every set is an object, so t1, 2u and t3, 4u, being sets, are

objects. We can now put those two objects together to form a new

set tt1, 2u, t3, 4uu. Again, we will not prove that this set exists, but

it has exactly two elements, each of which is a set of numbers. Thus,

tt1, 2u, t3, 4uu is a “set of sets of numbers”. In this course, if a variable

is a number, it will typically be denoted by a small roman letter, like

a or s or x. If a variable is a set, we would usually use a capital roman

letter, like A or S or X. For a set of sets of numbers, I will usually use

a script capital roman letter, like A or S or X . Thus, if I want to say

that there’s a unique set whose elements are exactly t1, 2u and t3, 4u,

I would write

D! set S s.t. r @X, p r X P S s ô r pX “ t1, 2uq or pX “ t3, 4uq s q s.

Formally, we can change the variables and write

D! set S s.t. r @x, p r x P S s ô r px “ t1, 2uq or px “ t3, 4uq s q s,

without affecting the meaning, but it often helps the reader if we make

a few conventions about which alphabets we use for which kinds of

objects. In this class, integers are typically denoted by small roman

letters between i and n, although we will sometimes need more than

six integer variables, so we’ll have to make exceptions.
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We will give a few axioms of set theory, but will not try to be com-

prehensive. Most mathematicians follow a kind of axiomatic set theory

called “ZFC”, or “Zermelo-Fraenkel with Choice”. In this class,

we’ll follow a slight variant of ZFC, which could possibly be called

“ZFC with a frownie and happy sets”. By this, I mean that, while we

allow / as an object, it is NOT a set, and, in fact, it’s not allowed even

to be an element of any set. That is, while we allow sadness in our

formulas, we don’t allow any sadness to infect our sets. More precisely,

one of the axioms that we’ll be using says:

@set S, r p/ ‰ Sq and p/ R Sq s.

A logic purist would rewrite this as:

@S, p r S is a set s ñ r p/ ‰ Sq and p/ R Sq s q.

So / is an object, but not a set. On the other hand keep in mind that

every set is an object.

Even though / is never an element of a set, we do allow ourselves

to enclose / in braces, e.g., t1, 2, 3,/u; however anytime we see / in

between braces, the result is equal to /. So, in the notation that we

develop in this course, we have: t1, 2, 3,/u “ /. Thus, contrary to

appearance, t1, 2, 3,/u is NOT a set. Similarly, tt1, 2u, t3, 4,/uu “ /,

and so the equation

t t1, 2u , t3, 4,/u u “ t 1, 2, 3, /u,

is true, even if it looks strange.

We will come back to talk more about set theory later, but we first

turn our attention to general issues about proofs. Since Math is Truth,

it follows that Math is error-free. However, most of us have little

experience with error-free thought in our lives. An exception occurs

when we play games, where error can lead to defeat. Consequently,

playing games like chess or checkers or even tic-tac-toe leads naturally

to a mode of rigorous thought. Playing off of that, I will, in this course,

often discuss theorems as games.

For example, here’s a theorem that is very much in the spirit of a

real analysis course:

THEOREM 1.4. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.
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The “ε ą 0” indicates both that ε P R and that ε ą 0. Similarly,

“δ ą 0” indicates both that δ P R and that δ ą 0. The compound

inequality “r0 ă x ă 2δs” is shorthand for rp0 ă xq and px ă 2δqs.

Theorem 1.4 is an example of a “triply-quantified” result, because it

has three quantifiers (@, then D, then another @) appearing in it. This

kind of result would become unreadable if we were to write like logic

purists. It’s even difficult to understand (much less prove!) as written.

In class, we tried to clarify Theorem 1.4 by considering a related

game. In this game, you make the first move by choosing and telling

me a positive number which we call ε. I then choose a δ ą 0. You then

choose x P R. We then check whether the impliaction

r 0 ă x ă 2δ s ñ r x` x2 ă ε s

is TRUE. If it is, I win. Otherwise, you win.

In class, someone chose ε “ 0.1. I chose

δ “ 0.000000000000000001 “ 10´18.

I made the point that, if you choose, say x “ 5, then you lose im-

mediately becuase, with that choice of x, the compound inequality

0 ă x ă 2δ would be FALSE, and so the implication

r 0 ă x ă 2δ s ñ r x` x2 ă ε s

would be TRUE. In order to have a chance, you have to choose an

x P R such that 0 ă x ă 0.000000000000000002. Someone chose

x “ 0.0000000000000000019.

We then verified that the inequality x` x2 ă ε is TRUE. That is,

0.0000000000000000019 ` 0.00000000000000000192
ă 0.1.

Since the inequality x`x2 ă ε is TRUE, it follows that the implication

r 0 ă x ă 2δ s ñ r x` x2 ă ε s

is TRUE, and I win.

I offered to play again, but no one took me up on it. We agreed

that THE GAME IS RIGGED! That is, we agreed that Theorem 1.4

is correct. If you disagree, please get in touch with me, and we’ll play.

Taking the perspective that theorems are games, to be successful

in this course, you’ll need three skills:

(1) Finding plausible strategies.
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(2) Proving to yourself that they win.

(3) Communicating the strategy and proof.

Each of these is quite difficult. Also, I can attest that students are often

frustrated when they master (1) and (2), but not (3), especially if the

standards of communication are not made clear. I want to mention

that, in my own work, many has been the time that I finished (1) and

(2) to my satisfaction, but then, in attempting (3), found an error in my

thinking. So (3) is crucial to the mathematical process.

For today, we focus on (1) and (2); we will talk about (3) in the next

class. Everything from here to the end of this class should be thought

of as “scratch work”. We will not be following carefully any hard and

fast rules of exposition for today.

The game of Theorem 1.4 seems too hard. Let’s simplify to

THEOREM 1.5. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x ă ε s.

Then only difference between Theorem 1.4 and Theorem 1.5 is that

“x`x2” is changed to “x”. For this new game, someone suggested the

strategy δ :“ ε{2. To prove to myself that this works, I noted that

2δ “ ε, and then wrote down

r 0 ă x ă 2δ s ñ r 0 ă x ă ε s,

and then erased “0 ă” on the RIGHT side of ñ, and felt persuaded

that the strategy will work. That is, if you and I play the game, if I

use the strategy δ :“ ε{2, and if you choose an x satisfying 0 ă x ă 2δ,

then your x will automatically satisfy x ă ε. So either ( r0 ă x ă 2δs

will be FALSE ) or ( rx ă εs will be TRUE ). In either case, ( r0 ă

x ă 2δs ñ rx ă εs ) will be TRUE, and I win.

Next, we looked at

THEOREM 1.6. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă δ s ñ r x2 ă ε s.

Here, we replaced “2δ” by “δ”, and, also, we’re using “x2” instead of

“x ` x2” or “x”. For this new game, someone suggested the strategy

δ :“
?
ε. To prove to myself that this works, I wrote down

r 0 ă x ă δ s ñ r 02
ă x2 ă δ2 s.
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I also made the point that, if you square an inequality, you need to be

sure that every item you’re squaring is semipositive (a.k.a. nonnega-

tive). Since 0 is semipositive and since 0 ă x ă δ, it follows that

0 and x and δ are all three semipositive, and so it’s all right to square

the inequality. Remember that, to take an EVEN power of an inequal-

ity, each quantity must be semipositive. By contrast, you can take

ODD powers, even if some or all of the quantities are negative. I then

noted that δ2 “ ε. I then changed “02” to “0”, and changed “δ2” to

“ε”, obtaining the implication

r 0 ă x ă δ s ñ r 0 ă x2 ă ε s.

I then erased “0 ă” on the right side of ñ, and felt persuaded that the

strategy will work. it’s fine to put a “proof” like this down on scratch

paper, but you shouldn’t turn in work like this. (We will explain why

later, but we’re only working on (1) and (2) now.)

Next, we looked at

THEOREM 1.7. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x2 ă ε s.

This is the same as Theorem 1.6, except that we changed “δ” back

to “2δ”. Someone suggested the strategy δ :“
?
ε{2. To prove to myself

that this works, I noted that p2δq2 “ ε, and then wrote down

r 0 ă x ă 2δ s ñ r 0 ă x2 ă ε s,

and then erased “0 ă” on the right side of ñ, and felt persuaded that

the strategy will work.

The goal is to get Theorem 1.4, which has the inequality “x`x2 ă ε”.

Note that
“

px ă ε{2q and
`

x2 ă ε{2
˘ ‰

ñ r x` x2 ă ε s.

So, if I can force you to choose an x that is so small that

px ă ε{2q and
`

x2 ă ε{2
˘

,

then I’ll win. I therefore focus on replacing ε by ε{2 in Theorem 1.5

and Theorem 1.7, obtaining:

THEOREM 1.8. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x ă ε{2 s.
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THEOREM 1.9. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x2 ă ε{2 s.

I need strategies for Theorem 1.8 and for Theorem 1.9. I know

by experience that, if I take the strategies for Theorem 1.5 and for

Theorem 1.7, and replace ε by ε{2 in each of them, then I’ll obtain the

desired strategies.

The strategy for Theorem 1.5 was δ :“
ε

2
. So a good strategy for

Theorem 1.8 should be δ :“
ε{2

2
. That is, we try δ :“

ε

4
. Noting that

2δ “ ε{2, I wrote

r 0 ă x ă 2δ s ñ r 0 ă x ă ε{2 s,

and then erased “0 ă” on the RIGHT side of ñ, and felt persuaded

that the strategy will work.

The strategy for Theorem 1.7 was δ :“

?
ε

2
. So a good strategy for

Theorem 1.9 should be δ :“

a

ε{2

2
. Noting that p2δq2 “ ε{2, I wrote

r 0 ă x ă 2δ s ñ r 0 ă x2 ă ε{2 s,

and then erased “0 ă” on the RIGHT side of ñ, and felt persuaded

that the strategy will work.

Finally, we returned to the original problem, of Theorem 1.4. The

implication in that result reads

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

In playing Theorem 1.4, I try to force a win by forcing you to choose x

so small that both x ă ε{2 and x2 ă ε{2. To do this, I look at the last

two strategies (for Theorem 1.8 and for Theorem 1.9), which involved

the expressions
ε

4
and

a

ε{2

2
. With experience as my guide, I settled

on a strategy: δ :“ min

#

ε

4
,

a

ε{2

2

+

. That is, my strategy is: compute

both
ε

4
and

a

ε{2

2
, and then let δ be the smaller of those two numbers.

We played the game with me using that strategy. Someone suggested

ε “ 42. I computed δ :“ min

#

42

4
,

a

42{2

2

+

“

?
21

2
. I noted that
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δ ď
ε

4
and that δ ď

a

ε{2

2
, and so

2δ ď ε{2 and 2δ ď
a

ε{2.

I don’t remember what x you chose, but it satsified 0 ă x ă 2δ, and so

0 ă x ă ε{2 and 0 ă x ă
a

ε{2.

Leaving the first part as is, and squaring the second part, we get

0 ă x ă ε{2 and 0 ă x2 ă ε{2.

So, with the x that you gave me, we calculated:

x ` x2 ă pε{2q ` pε{2q “ ε.

And so it came to pass that . . . I won.

Enough with scratch work. In the next class, we focus on commu-

nicating this strategy and proof for Theorem 1.4. We will follow the

many strict rules from our exposition handout.
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2. Class 2 on 7 September 2017, Th of Week 1

We reformulate theorems as games and, seek to:

(1) Find plausible strategies.

(2) Prove to ourselves that they win.

(3) Communicate the strategy and proof to others.

In the last class, we made a good start at discussing (1) and (2), in the

context of

THEOREM 1.4. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

We now discuss (3), the communication part of this course. The

most common way students lose credit in their first proofs is by failing

to follow the Cardinal Binding Rule:

You must bind a variable before you use it.

In any proof, ANY time you use a variable, you MUST be able to tell

me where that variable is bound, and the binding must happen before

the variable is used. If you can’t point to where the binding happens,

then you lose credit. Some bindings are temporary, and only last until

the end of the sentence in which they appear. In that case, you can’t

use the variable after the sentence, unless it gets rebound somehow.

The past participle of “to bind” is “bound”; it is NOT “bounded”.

After you bind a variable, it becomes bound, NOT bounded. Confusion

arises because “to bound” is another verb used frequently in mathe-

matics, and is quite different from “to bind”. The past participle of “to

bound” is “bounded”. After you bound a variable, it becomes bounded.

In this lecture, we will bound no variables; we only bind them. So, in

this lecture, no variables become bounded; they become bound.

One of my pet peeves is the common confusion between “bound”

and “bounded”. Mostly, in this course, you should say “bound”, but,

if, in some future lecture, I want to stress that some variable is trapped

between two real numbers (e.g., if I have a line in a proof that reads

“´1000 ă x ă 1000”), then it’s reasonable to say that it’s bounded

(e.g., I might say “x is bounded”).

Free is the opposite of bound. To say that a variable is free is to

say that it is unbound.
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In Theorem 1.4, we discussed the binding of ε, δ and x. We noted

that by (5) of the exposition handout, all three of these variables be-

come bound before use. However, this binding is only temporary, and

lasts only until the end of the sentence. So, when we begin the proof,

all three are free variables. Therefore, you cannot begin the proof with

a statement like: “We know that ε ą 0”. If you do that, you lose some

credit because the ε in that statement is free, and you can NEVER use

a variable that’s free.

Instead, we examine the statement we are trying to prove. It reads:

@ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

Note that it starts with “@”. We therefore go to (10) of the exposition

handout. This is the Want: @ template. The instructions in (10)

say that we should begin our proof as follows:

Proof:

Given ε ą 0.

Want: Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

By (2) of the exposition handout, “Given” is a permanent binding

word, so ε is permanently bound. We are therefore able to use it all

the way to the end of the proof-section that we are in. We’ll talk later

about how some proofs are broken into sections. In our present proof,

there is only one section, so ε is bound until the end of the proof.

Next examine the statement we are trying to prove. It reads

Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

Note that it starts with “D”. We therefore go to (11) of the exposition

handout. This is the Want: D template. The instructions in (11)

indicate that we should leave a blank space, and that, eventually we will

fill in that blank space with mathematical statements that permanently

bind δ, and prove δ ą 0. For now, though, there’s just a blank space,

followed by:

Want: @x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.
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Next, examine the statement we are trying to prove. It reads

@x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

Note that it starts with “@”. We therefore go to (10) of the exposition

handout. This is the “Want: @” template. The instructions in (10) say

that we should continue our proof as follows:

Given x P R.

Want: r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

By (2) of the exposition handout, x is now permanently bound.

Next, examine the statement we are trying to prove. It reads:

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

Note that it has a ñ in the middle. We therefore to to (12) of the

exposition handout. This is the Want: ¨ ¨ ¨ ñ ¨ ¨ ¨ template. The

insturctions in (12) say that we should continue our proof as follows:

Assume 0 ă x ă 2δ.

Want: x` x2 ă ε.

Next examine the statement we are trying to prove. It reads:

x` x2 ă ε.

Note the lack of @, of D and of ñ in that statement. We’ll say that a

statement is an atomic statement if it lacks all three of these. When

you get to proving an atomic statement, you can’t rely on templates

anymore. Instead, simply leave a big blank space followed by a small

box. (That box indicates the end of the proof.) Eventually, we’ll fill

in that blank space by a with mathematical statements that end with

“x` x2 ă ε”.

At this point, we have structured the proof. This means we’ve

used the templates (10), (11) and (12) as much as we can to set up

the proof. The finish is to fill in the two blank spaces. Even if you

can’t finish a proof, if you can structure it properly, then I will give

you substantial credit.

Now go back to the first blank space, in which we must permanently

bind δ and show that δ ą 0. We have already discussed our strategy

for finding δ from ε, with some notes that would typically be on scratch

paper – paper that we don’t turn in. Recall that, with experience as
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my guide, I settled on a strategy: δ :“ min

#

ε

4
,

a

ε{2

2

+

. Into the first

blank space, we write:

Let δ :“ min

#

ε

4
,

a

ε{2

2

+

.

Then δ ą 0.

Remember that we were trying to permanently bind δ and prove

δ ą 0. By (1) of the exposition handout, “Let” is a permanent binding

word, so δ is permanently bound. We also asserted that δ ą 0, but, in

fact, I might even leave out the statement “Then δ ą 0”, treating it

as obvious, because: First, I consider it to be obvious, from the rules

of arithmetic that, since ε ą 0, we know that both
ε

4
and

a

ε{2

2
are

positive. Second, I also consider it obvious that a minimum of two

positive numbers, being equal to one of them, is necessarily positive.

We now have to prove that our strategy works. This proof goes

in the second of the blank spaces. There are a number of possibilities

for exactly how to handle this, but one approach reads:

”

δ ď
ε

4

ı

and

«

δ ď

a

ε{2

2

ff

.

”

2δ ď
ε

2

ı

and

„

2δ ď

c

ε

2



.

0 ă x ă 2δ.
”

0 ă x ă 2δ ď
ε

2

ı

and

„

0 ă x ă 2δ ď

c

ε

2



.

”

0 ă x ă
ε

2

ı

and

„

0 ă x ă

c

ε

2



.
”

0 ă x ă
ε

2

ı

and
”

02
ă x2 ă

ε

2

ı

.
”

x ă
ε

2

ı

and
”

x2 ă
ε

2

ı

.

x` x2 ă
ε

2
`
ε

2
“ ε.

x` x2 ă ε.

Remember: in this sequence of statements, we were trying to prove

x`x2 ă ε. Once we get “x`x2 ă ε” as a known statement, we STOP.

The proof is complete.
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3. Class 3 on 12 September 2017, Tu of Week 2

Assigned HW#6 and HW#7.

Recall that we proved:

THEOREM 1.4. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε s.

The strategy involved setting δ :“ min

#

ε

4
,

a

ε{2

2

+

.

We focus now on using Theorem 1.4 to prove:

THEOREM 3.1. @ε ą 0, Dδ ą 0 s.t., @x P R,

r 0 ă x ă 6δ s ñ r x` x2 ă ε{5 s.

Of course, one way to prove Theorem 3.1 is to simply mimic, mutatis

mutandis, the proof of Theorem 1.4. That may, in fact, be the quickest

way to get a proof of Theorem 3.1. However, our goal is broader than

just proving one result: We want to demonstrate, by example, how

to use one theorem to prove another. Specifically, we will show how

to use Theorem 1.4 to prove Theorem 3.1.

First, we use Replacement Rule (20) from the exposition handout,

applied to Theorem 1.4. We replace ε by µ, and δ by λ, and obtain:

THEOREM 3.2. @µ ą 0, Dλ ą 0 s.t., @x P R,

r 0 ă x ă 2λ s ñ r x` x2 ă µ s.

The strategy for this game involves setting λ :“ min

#

µ

4
,

a

µ{2

2

+

.

Now imagine that we wish to play the game associated to Theo-

rem 3.1. You give me ε ą 0. Here’s what I do:

Let µ :“
ε

5
. I then use the strategy from Theorem 3.2, and set

λ :“ min

#

µ

4
,

a

µ{2

2

+

. Because I know this strategy works for The-

orem 3.2, I know, for every x P R, that

r 0 ă x ă 2λ s ñ r x` x2 ă µ s.

Next, I set δ :“
λ

3
, and I report this to you.
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Because 2λ “ 6δ and because µ “
ε

5
, I know, for every x P R, that

r 0 ă x ă 6δ s ñ r x` x2 ă
ε

5
s.

That means that I know that, whatever x P R you choose, I will win!

I now have a plausible strategy, and I’m convinced that it will work.

I must now communicate this strategy and proof, using the rules of

exposition in the exposition handout.

I begin by structuring the proof of Theorem 3.1. For this particular

triply-quantified theorem, I would write:

Proof of Theorem Theorem 3.1: Given ε ą 0.

Want: Dδ ą 0 s.t., @x P R,

r 0 ă x ă 6δ s ñ r x` x2 ă ε{5 s.

BLANK SPACE A: PERMANENTLY BIND δ, AND PROVE δ ą 0.

Want: @x P R, ( r0 ă x ă 6δs ñ rx` x2 ă ε{5s ).

Given x P R.

Want: r0 ă x ă 6δs ñ rx` x2 ă ε{5s.

Assume 0 ă x ă 6δ. Want: x` x2 ă ε{5.

BLANK SPACE B: PROVE x` x2 ă ε{5.

We end the proof with a small box: �

The proof is now structured, and, were this an exam problem, you

could get substantial credit if you can just write down this much. The

remaining credit would be for filling in the two BLANK SPACES.

For BLANK SPACE A, on scratch paper, we apply Replacement

Rule (22) to Theorem 1.4, and replace ε by the bound expression ε{5.

Remember that, according to Catch (22), this strips off the “@ε ą 0”,

and we get: Dδ ą 0 s.t., @x P R,

r 0 ă x ă 2δ s ñ r x` x2 ă ε{5 s.

To this we apply Replacement Rule (20), and replace δ by λ, yielding:

Dλ ą 0 s.t., @x P R,

r 0 ă x ă 2λ s ñ r x` x2 ă ε{5 s.
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To this apply Replacement Rule (21); replace D by “choose”, yield-

ing: choose λ ą 0 s.t., @x P R,

r 0 ă x ă 2λ s ñ r x` x2 ă ε{5 s.

Next, remember that our strategy for Theorem 3.1 was to set δ :“ λ{3.

So, inside BLANK SPACE A, we might write:

By Theorem 1.4 (with ε replaced by ε{5, and δ by λ),

choose λ ą 0 s.t., @x P R,

r 0 ă x ă 2λ s ñ r x` x2 ă ε{5 s.

Let δ :“ λ{3.

This finishes BLANK SPACE A.

In BLANK SPACE B, we might write:

Since 0 ă x ă 6δ, and since 6δ “ 6 ¨ pλ{3q “ 2λ,

it follows that 0 ă x ă 2λ.

Then, by our choice of λ,

we see that x` x2 ă ε{5, as desired.

This finishes BLANK SPACE B.

Remember that when Know=Want, we stop. This is Stopping

Rules (23,24) in the exposition handout. In our proof, “x`x2 ă ε{5”

was both known and wanted, so we stopped there.

We left out a couple of steps in BLANK SPACE B. Specifically, if you

look back into BLANK SPACE A at how we chose λ, what it actually

tells us is: @x P R,

r 0 ă x ă 2λ s ñ r x` x2 ă ε{5 s.

Unfortunately, we can’t say this in BLANK SPACE B, because x is

already bound, and “@x P R” would cause a double-binding, which

is NEVER allowed. Without explictly saying so, we used Replacement

Rule (22) from the exposition handout, and replaced x by the bound

expression x. (It’s not uncommon to replace a variable by itself.) Re-

member that, according to Catch (22), this strips off the “@x P R”,

and we get:

r 0 ă x ă 2λ s ñ r x` x2 ă ε{5 s.

It would actually be bad form to write this at the end of BLANK

SPACE B, because: We already observed that 0 ă x ă 2λ, and we
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typically don’t use P ñ Q, when P is known. Instead, we can either

write “P , therefore Q”, or, if it seems clear enough, simply write “Q”.

In this case, we simply wrote “x` x2 ă ε{5”.

We will stop proving triply-quantified statements for the moment,

and move on to discussing SET THEORY BASICS. We’ll list some,

but not all of the axioms of set theory. If you want to look them up,

you should look for Zermelo-Fraenkel, with Choice, sometimes called

ZFC set theory. We modify that slightly by adding a frownie that is

not allowed to be equal to a set and is not allowed to be an element of

a set. Our sets are “happy”:

Axiom: @S,

ˆ

rS is a sets ñ r p/ ‰ S q & p/ R S q s

˙

.

That is, two sets are equal iff they have the same elements. So, in a

proof, if we have a statement that reads “Want: S “ T”, then we can,

if we wish, proceed as follows:

Want: @x, [ px P Sq ô px P T q ].

Given x.

Want: px P Sq ô px P T q.

At that point, still have work to do, but at least equality of sets has

been “unwound” a little and we now have an object x to work with.

We define subset as follows:

DEFINITION 3.3. For any sets S, T , S Ď T means:

@x, r px P Sq ñ px P T q s.

We recalled HW#1: For any propositions A and B, we have

p A ô B q ô p pA ñ B q & pB ñ A q q.

THEOREM 3.4. For any sets S and T , we have

r S “ T s ô r pS Ď T q & pT Ď Sq s.

In what follows, any text between “((” and “))” doesn’t belong in the

proof. It is there only to explain some ideas of exposition.

Proof. Given sets S and T .

Want: rS “ T s ô rpS Ď T q&pT Ď Sqs.

Let A :“ rS “ T s, B :“ rS Ď T s, C :“ rT Ď Ss.
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Want: Aô rB&Cs.

By HW#1 (replacing A by A, and B by B&C), want:

(1) Añ rB&Cs and

(2) rB&Cs ñ A.

((By HW#1 with the given replacements, we know:

[ Aô rB&Cs ] ô [ (1) & (2) ].

So, by Rule (31) of the exposition handout we can make the transition

from “Want: Aô rB&Cs” to “Want: (1)&(2)”.

Next, we apply the Want: . . . & . . . template, which is Rule (14)

from the exposition handout, and proceed as follows.))

Proof of (1): BLANK SPACE A End of proof of (1).

Proof of (2): BLANK SPACE B End of proof of (2). �

It remains to fill in the blank spaces. Each one is a section of a

proof. This has the effect that varibles that are bound permanently

inside that section become free at the end of that section. So “perma-

nent” is relative.

In BLANK SPACE A, we might write:

Assume A.

Want: B&C.

((We just followed Rule (12).))

Know: A

((Once you assume something, you know it. Typically, we wouldn’t

bother to say this, but there’s nothing incorrect about it.))

Know: S “ T .

((Since A is, by definition, equivalent to S “ T , we may transition from

“Know: A” to “Know: S “ T”. Each known statement should follow

from earlier known statements. By contrast, according to Rule (31),

each wanted statement (except those coming from templates) should

imply the preceding wanted statement.

Next, we use Rule (31), keeping in mind that B&C is equivalent to

pS Ď T q&pT Ď Sq.))

Want: pS Ď T q&pT Ď Sq.

((Next, we use the “Want: . . . & . . . ” template.))

Proof of S Ď T : BLANK SPACE A1 End of proof of S Ď T .

Proof of T Ď S: BLANK SPACE A2 End of proof of T Ď S.

End of BLANK SPACE A
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Each of A1 and A2 is a subsection of a proof. This has the

effect that varibles that are bound permanently inside that subsection

become free at the end of that subsection. So “permanent” is relative.

In BLANK SPACE A1, we might write:

((We look up the definition of subset.))

Want: @x, r px P Sq ñ px P T q s.

((Next, the “Want: @” template.))

Given x.

Want px P Sq ñ px P T q.

((Next, the “Want: ¨ ¨ ¨ ùñ ¨ ¨ ¨ ” template.))

Assume xinS.

Want: x P T .

((Recalling that S “ T , we apply the Axiom of Extensionality, but

replacing x by y, since x is bound.))

Know: @y, r py P Sq ô py P T q s ((Next replace y by x, using

Replacement Rule (22), remembering Catch (22). This would give

px P Sq ô px P T q. However, we don’t write this because we KNOW

that x P S, so “x P S” should not appear as the left side of an impli-

cation. Instead we wite the following.))

px P Sq 6 px P T q.

((Since we now know that x P T , we STOP, by Stopping Rules (23,24)

from the exposition handout.))

End of BLANK SPACE A1.

In BLANK SPACE A2, we might write:

((We look up the definition of subset.))

Want: @x, r px P T q ñ px P Sq s.

((Next, the “Want: @” template.))

Given x.

Want px P T q ñ px P Sq.

((Next, the “Want: ¨ ¨ ¨ ùñ ¨ ¨ ¨ ” template.))

Assume xinT .

Want: x P S.

((Recalling that S “ T , hence T “ S, we apply the Axiom of Exten-

sionality, but replacing x by y, since x is bound.))

Know: @y, r py P T q ô py P Sq s ((Next replace y by x, using

Replacement Rule (22), remembering Catch (22). This would give

px P T q ô px P Sq. However, we don’t write this because we KNOW
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that x P T , so “x P T” should not appear as the left side of an impli-

cation. Instead we wite the following.))

px P T q 6 px P Sq.

((Since we now know that x P S, we STOP, by Stopping Rules (23,24)

from the exposition handout.))

End of BLANK SPACE A2.

In BLANK SPACE B, we might write:

Assume B&C.

Want: A.

Know: rS Ď T s&rT Ď Ss.

Want: S “ T .

((Use the Axiom of Extensionality.))

Want: @x, prx P Ss ô rx P T sq.

((Use the “Want: @” template.))

Given x.

Want rx P Ss ô rx P T s.

((We next use the definition of Ď, combined with Catch (22).))

Since S Ď T , we have: px P Sq ñ px P T q.

((We again use the definition of Ď, combined with Catch (22).))

Since T Ď S, we have: px P T q ñ px P Sq.

((We next use:

@propositions P , Q, rpP ñ Qq&pQñ P qs ô rP ô Qs.))

Since r px P Sq ñ px P T q s and r px P T q ñ px P Sq s,

we get: px P Sq ô px P T q. ((By Stopping Rules (23,24), we STOP.))

Here’s our next axiom, called the Axiom of Specification:

Axiom: @set S, @well-formed condition P on S, there exists a unique

set R such that: @x, p r x P R s ô r px P Sq&pP pxqq s q.

In the preceding Axiom of Specification, the set R is typically de-

noted either by tx P S |P pxqu or by tx P S s.t.P pxqu. That is:

DEFINITION 3.5. For any set S, for any well-formed condition P

on S, by either tx P S |P pxqu or tx P S s.t.P pxqu, we mean the unique

set R such that: @x, p r x P R s ô r px P Sq&pP pxqq s q.

For example, tx P N |x{2 P Nu “ t2, 4, 6, . . .u.
For example, tx P Z | ´ 2 ď x ă 3u “ t´2,´1, 0, 1, 2u.
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For a non-example, tx P N |x is cool, manu is not a set because

“x is cool, man” is not a well-formed condition. (To get a more precise

idea of what well-formed means, you’ll need to take a course on logic.)

Another non-example: Define a set B by

B :“ t A | pA is a setq & pA R Aq u.

Then pB P Bq ñ pB R Bq, and, also pB R Bq ñ pB P Bq. There-

fore both B P B and B R B are impossible, but one of them must

be true. This is called Russel’s Paradox, and the point is that

you can’t use the Axiom of Specification to define a set of the form

tA | pA is a setq& pA R Aqu. If you have a set S of sets, then you could

let B :“ tA P S | pA is a setq& pA R Aqu. However, if you did this then

you couldn’t prove that pB R Bq ñ pB P Bq. In fact, you could only

prove that ppB R Bq&pB P Sqq ñ pB P Bq.

We assigned HW#8.

Next, we define the empty set:

DEFINITION 3.6. H :“ tx P N |x ‰ xu.

FACT 3.7. @x, x R φ.

Proof. Given x.

Want: x R H.

((We next use the contradiction template,

which is Rule (13) from the exposition handout.))

Assume x P H.

Want: ÑÐ.

By definition of H, since x P H,

we know both that x P N and that x ‰ x.

By the Axiom of Equality (with x replaced by x),

we know that x “ x.

Then x “ x and x ‰ x.

ÑÐ. �

FACT 3.8. @x P H, x “ 5.

Proof. Given x P H.

Want: x “ 5.

Assume x ‰ 5.

Want: ÑÐ
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By definition of H, since x P H,

we know both that x P N and that x ‰ x.

By the Axiom of Equality (with x replaced by x),

we know that x “ x.

Then x “ x and x ‰ x.

ÑÐ. �

FACT 3.9. @x P H, x ‰ 5.

Proof. Given x P H.

Want: x ‰ 5.

Assume x “ 5.

Want: ÑÐ

By definition of H, since x P H,

we know both that x P N and that x ‰ x.

By the Axiom of Equality (with x replaced by x),

we know that x “ x.

Then x “ x and x ‰ x.

ÑÐ. �

The next fact asserts that H is a set of subsets of R.

FACT 3.10. @A P H, A Ď R.

Proof. Given A P H.

Want: A Ď R.

Assume A Ę R.

Want: ÑÐ

By definition of H, since A P H,

we know both that A P N and that A ‰ A.

By the Axiom of Equality (with A replaced by A),

we know that A “ A.

Then A “ A and A ‰ A.

ÑÐ. �

FACT 3.11. @set A, we have: H Ď A.

Now that we have introduced most of the points in the exposition

handout, we will start typing our proofs in paragraph format, to save

paper. We encourage students to stick with our prior writing conven-

tions, when they turn in written work.
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Proof. Let a set A be given. We wish to prove: H Ď A. By definition

of Ď, we wish to prove: @x P H, x P A. Let x P H be given. We wish

to prove: x P A. Assume that x R A. We seek a contradiction.

Since x P H, we conclude that x P N and that x ‰ x. By the Axiom

of Equality, we conclude that x “ x. Contradiction. �
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4. Class 4 on 14 September 2017, Th of Week 2

Recall:

‚ @x P H, x “ 5.

‚ @x P H, x ‰ 5.

‚ @A P H, A Ď R.

‚ @set S, H Ď S.

Here’s our next axiom, called the Axiom of Union:

Axiom: @set S of sets, there exists a unique set V such that:

@x, p r x P V s ô r DA P S s.t. x P A s q.

That is, the elements of V are the objects that are elements of at

least one set in S. In the preceding Axiom of Union, the set V is

typically denoted by
Ť

S. That is:

DEFINITION 4.1. For any set S of sets, by
Ť

S we mean the unique

set V such that: @x, p r x P V s ô r DA P S s.t. x P A s q.

For example,
Ť

tt1, 2, 3u, t3, 4, 5uu “ t1, 2, 3, 4, 5u. Using
ŤŤ

, we

can flatten a set of sets of sets of numbers, down to a set of numbers:
ďď

t t t1, 2u , t3, 4u u , t t5, 6u , t7, 8u u u “ t1, 2, 3, 4, 5, 6, 7, 8u.

Note that, in Definition 4.1, the variable V is temporarily bound,

and became free at the end of the sentence. This example of temporary

binding isn’t to be found in the exposition handout, because I don’t

expect that students will be using it. However, occasionally, I’ll need

it to make certain definitions.

Note that
Ť

H “ H.

We now begin on intersections. These exist, not by axiom, but by a

theorem, whose proof we omit:

THEOREM 4.2. @set S of sets, there exists a unique set Y such that:

@x, p r x P Y s ô r @A P S, x P A s q.

Proof. Omitted. �

That is, the elements of Y are the objects that are elements of every

set in S. In the preceding theorem, the set Y is typically denoted

by
Ť

S. That is:
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DEFINITION 4.3. For any set S of sets, by
Ş

S we mean the unique

set Y such that: @x, p r x P Y s ô r @A P S, x P A s q.

For example,
Ş

tt1, 2, 3u, t3, 4, 5uu “ t3u.

Note that, in Definition 4.1, the variable Y is temporarily bound,

and became free at the end of the sentence.

Note that
Ş

H is undefined, so, by our conventions, we have
Ş

H “

/.

We have a simplified notation for finite unions and finite inter-

sections.

DEFINITION 4.4. For any n P N, for any sets A1, . . . , An, we define

A1 Y ¨ ¨ ¨ YAn :“
Ť

tA1, . . . , Anu and A1 X ¨ ¨ ¨ XAn :“
Ş

tA1, . . . , Anu.

For example,

t1, 2, 3u Y t3, 4, 5u “ t1, 2, 3, 4, 5u

and t1, 2, 3u X t3, 4, 5u “ t3u.

We assigned HW#9 and HW#10.

DEFINITION 4.5. For any set S, the number of elements in S is

denoted #S.

For example,

#t2, 4, 6u “ 3,

#t1, 2, 5, 9u “ 4,

#tt1, 2u, t3, 4u, 5u “ 3,

#N “ 8,

#tHu “ 1,

and #H “ 0.

We compute #/, as follows. Remember our general convention that

any computation that is undefined yields /. In this case, / is NOT a

set, and so, when we review Definition 4.5, we see that #/ is undefined.

We therefore have: #/ “ /.

Next is the Axiom of Power Set:

Axiom: @set U , there exists a unique set S of sets such that:

@A, p rA P S s ô rA Ď U s q.
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That is, the elements of S are the subsets of U . In the preceding

Axiom of Power Set, the set S will be denoted by 2U or 2pU . That is:

DEFINITION 4.6. For any set U , by 2U or 2pU , we mean the unique

set S such that: @A, p rA P S s ô rA Ď U s q.

For example, we compute

2t2,4,6u “ t H ,

t2u , t4u , t6u,

t2, 4u , t2, 6u , t4, 6u ,

t2, 4, 6u u.

For any set U , the set 2U is called the power set of U . It is not

hard to show: For any set U , we have #p2Uq “ 2#U . So, for example,

we have: #p2t2,4,6uq “ 2#t2,4,6u “ 23 “ 8.

Next we focus on various commutativity results, associativity

results and distributivity results. We first expose these kinds of re-

sults in propositional logic, and then expose these kinds of results in set

theory.

We will need the following result from propositional logic, which

asserts that & and or are commutative.

LEMMA 4.7. Let P and Q be propositions. Then:

(1) rP&Qs ô rQ&P s and

(2) rP or Qs ô rQ or P s.

This is proved by truth tables. Since this is not a course on propo-

sitional logic, we will, in general, omit the proofs of propositional logic

results. Similarly, it is an unassigned homework probem to verify by

truth tables that & and or are both associative:

LEMMA 4.8. Let P , Q and R be propositions. Then:

(1) rpP&Qq&Rs ô rP&pQ&Rqs and

(2) rpP or Qq or Rs ô rP or pQ or Rqs.

We have modified distributivity laws for not over both & and or:

LEMMA 4.9. Let P and Q be propositions. Then:

(1) rnot pP&Qqs ô rpnot P q or pnot Qqs and

(2) rnot pP or Qqs ô rpnot P q&pnot Qqs.
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Finally, we will need the fact that & distributes both over & and

over or, as well as the fact that or distributes both over & and over or.

Again we omit the proof:

LEMMA 4.10. Let P , Q and R be propositions. Then:

(1) rP&pQ&Rqs ô rpP&Qq&pP&Rqs,

(2) rP&pQ or Rqs ô rpP&Qq or pP&Rqs,

(3) rP or pQ&Rqs ô rpP or Qq&pP or Rqs and

(4) rP or pQ or Rqs ô rpP or Qq or pP or Rqs.

We can use logic results to get set-theoretic results, like the commu-

tativity of X and Y:

THEOREM 4.11. Let A and B be sets. Then:

(1) AXB “ B X A and

(2) AYB “ B Y A.

Since this is not a course on propositional logic, we will, in general,

omit the proofs of set-theoretic results. However, we make exceptions

to highlight certain techniques of proof.

Proof. Proof of (1): By the Axiom of Extensionality, we wish to prove:

@x, rpx P A X Bq ô px P B X Aqs. Let x be given. We wish to prove:

px P AXBq ô px P B X Aq.

Let P :“ px P Aq and Q :“ px P Bq. By definition of X, we have

px P AXBq ô pP&Qq, and we also have px P B X Aq ô pQ&P q.

By (1) of Lemma 4.7, we have pP&Qq ô pQ&P q. Then

px P AXBq ô pP&Qq

ô pQ&P q

ô px P B X Aq,

as desired. End of proof of (1).

Proof of (2): Unassigned homework. End of proof of (2). �

Next, we assert associativity of X and Y:

THEOREM 4.12. Let A, B and C be sets. Then:

(1) pAXBq X C “ AX pB X Cq and

(2) pAYBq Y C “ AY pB Y Cq.



34 SCOT ADAMS

Proof. Proof of (1): By the Axiom of Extensionality, we wish to prove:

@x, rpx P pA X Bq X Cq ô px P A X pB X Cqqs. Let x be given. We

wish to prove: px P pAXBq X Cq ô px P AX pB X Cqq.

Let P :“ px P Aq, Q :“ px P Bq and R :“ px P Cq. By definition

of X, we have px P pA X Bq X Cq ô ppP&Qq&Rq, and we also have

px P AX pB X Cqq ô pP&pQ&Rqq.

By (1) of Lemma 4.8, we have ppP&Qq&Rq ô pP&pQ&Rqq. Then

px P pAXBq X Cq ô ppP&Qq&Rq

ô pP&pQ&Rqq

ô px P AX pB X Cqq,

as desired. End of proof of (1).

Proof of (2): Unassigned homework. End of proof of (2). �

We define set-theoretic subtraction:

DEFINITION 4.13. For any two sets A and B, we define

AzB :“ t x P A | x R B u.

Next, we describe the modified distributivity laws for set subtraction

both over & and over or:

THEOREM 4.14. Let A, B and C be sets. Then:

(1) AzpB X Cq “ pAzBq Y pAzCq and

(2) AzpB Y Cq “ pAzBq X pAzCq.

Proof. Proof of (1): By the Axiom of Extensionality, we wish to prove:

@x,
`

rx P AzpB X Cqs ô rx P pAzBq Y pAzCqs
˘

. Let x be given. We

wish to prove: rx P AzpB X Cqs ô rx P pAzBq Y pAzCqs.

We define P :“ px P Aq, Q :“ px P Bq and R :“ px P Cq. Also, we

define Q1 :“ pnot Qq and R1 :“ pnot Rq. By definition of z and of X

and of Y, we have rx P AzpB X Cqs ô rP&pnotpQ&Rqqs, and we also

have rx P pAzBq Y pAzCqs ô rpP&Q1q or pP&R1qs.
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By (1) of Lemma 4.9, we have pnotpQ&Rqq ô pQ1 or R1q. Then

rP&pnotpQ&Rqqs ô rP&pQ1 or R1qs. By (2) of Lemma 4.10, we con-

clude that rP&pQ1 or R1qs ô rpP&Q1q or pP&R1qs. Then

rx P AzpB X Cqs ô rP&pnotpQ&Rqqs

ô rP&pQ1 or R1qs

ô rpP&Q1q or pP&R1qs

ô rx P pAzBq Y pAzCqs,

as desired. End of proof of (1).

Proof of (2): Unassigned homework. End of proof of (2). �

Finally, we will assert that X distributes both over X and over Y, as

well as the fact that Y distributes both over X and over Y.

THEOREM 4.15. Let A, B and C be sets. Then:

(1) rAX pB X Cqs ô rpAXBq X pAX Cqs,

(2) rAX pB Y Cqs ô rpAXBq Y pAX Cqs,

(3) rAY pB X Cqs ô rpAYBq X pAY Cqs and

(4) rAY pB Y Cqs ô rpAYBq Y pAY Cqs.

Proof. Unassigned homework. �

We next define ELT:

DEFINITION 4.16. For any non-/object a, let ELTptauq “ a.

A set S is called a singleton set if #S “ 1, i.e., if S has exactly one

element. Note, for example, that t7u, t´
?

2u, tt1, 2uu and tHu are all

singleton sets. Remember our general convention that any computation

that is undefined yields /. Consequently, for any object x that is not

a singleton set, we have ELTpxq “ /. So:

ELTpHq “ /,

ELTpt2, 3uq “ /,

ELTpt5, 8, 9uq “ /,

ELTpZq “ / and

ELTp/q “ /.

On the other hand, we have

ELTpt7uq “ 7,

ELTpt´
?

2uq “ ´
?

2,

ELTptt1, 2uuq “ t1, 2u and
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ELTptHuq “ H.

Recall that t1, 2, 3,/u “ /. Similarly, we have t1,/u “ / and

t2,/u “ /. Then t1,/u “ t2,/u. Unassigned homework: using the

Axiom of Extensionality, show that t1, 2u “ t2, 1u. More generally, in

set theory, order is unimportant. So, for example, we have the following

fact.

FACT 4.17. For any non-/u, v, for any x, y, we have

r tu, vu “ tx, yu s ô r ppu “ xq&pv “ yqq or ppu “ yq&pv “ xqq s.

Proof. Unassigned homework. �

To try to keep track of the order of a pair of objects, we make the

following definition.

DEFINITION 4.18. For all x, y, we define

x x , y y :“ t txu , tx, yu u.

NOTE TO SELF: NEXT YEAR, xx x , y yy :“ t txu , tx, yu u.

END OF NOTE TO SELF

So, for example, we have

x 1 , 2 y “ t t1u , t1, 2u u,

x 2 , 1 y “ t t2u , t2, 1u u,

x 5 , 5 y “ t t5u , t5, 5u u “ t t5u u

x 1 , t2, 3u y “ t t1u , t1, t2, 3uu u,

x / , 5 y “ / and

x 5 , / y “ /.

Note that x1, 2y ‰ x2, 1y. Generally, we have:

FACT 4.19. For any non-/u, v, for any x, y, we have

r xu, vy “ xx, yy s ô r pu “ xq & pv “ yq s.

Proof. Unassigned homework. �

For any set U , for any x, y P U , we have

txu , tx, yu P 2pU,

so xx, yy Ď 2pU , so xx, yy P 2p2pU .

More ordering:
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DEFINITION 4.20. For all n P N, for all x1, . . . , xn, we define

px1 , . . . , xn q :“ t x1, x1y , x2, x2y , . . . , xn, xny u.

NOTE TO SELF: NEXT YEAR,

xx1 , . . . , xn y :“ t xx1, x1yy , xx2, x2yy , . . . , xxn, xnyy u.

This way, we have no confusion between pa, bq “ tx P R | a ă x ă bu

and xa, by “ txx1, ayy, xx2, byyu. END OF NOTE TO SELF

So, for example, we have

p1, 2, 3q “ tx1, 1y , x2, 2y , x3, 3y u,

p3, 1, 2q “ tx1, 3y , x2, 1y , x3, 2y u and

p1, 2, 3,/q “ /.

For any m,n P N, for any non-/x1, . . . , xm, for any y1, . . . , yn, we

leave it as unassigned homework to show that:

p p x1 , . . . , xm q “ p y1 , . . . , yn q q

iff ( [ m “ n ] & [ px1 “ y1q& ¨ ¨ ¨ & pxn “ ynq ] ).

For any n P N, for any sets A1, . . . , An, for any x1 P A1, . . . , xn P An,

x1, x1y, . . . , xn, xny P 2p2ppt1, . . . , nu Y A1 Y ¨ ¨ ¨ Y Anq,

so px1, . . . , xnq P 2p2p2ppt1, . . . , nu Y A1 Y ¨ ¨ ¨ Y Anq.

For any n P N, for any x1, . . . , xn, we have

px1, . . . , xnq “ t tt1u, t1, x1uu , . . . , ttnu, tn, xnuu u,

so
ď

px1, . . . , xnq “ t t1u, t1, x1u , . . . , tnu, tn, xnu u,

so
ď ď

px1, . . . , xnq “ t 1, 1, x1 , . . . , n, n, xn u

“ t 1, . . . , n, x1, . . . , xn u,

so x1, . . . , xn P
ď ď

px1, . . . , xnq. A similar argument shows: For any

n P N, for any x1, . . . , xn, we have x1, . . . , xn P
ď ď ď

tpx1, . . . , xnqu.

DEFINITION 4.21. For any n P N, for any sets A1, . . . , An, let

A1 ˆ ¨ ¨ ¨ ˆ An :“ t px1, . . . , xnq | x1 P A1 , . . . , xn P An u.
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To a logic purist,

t px1, . . . , xnq | x1 P A1 , . . . , xn P An u

is verboten, for two reasons. First, in the Axiom of Specification, after

“t”, we need a free variable, NOT an expression like “px1, . . . , xnq”.

Second, in the Axiom of Specification, after the free variable, we need

“P”, NOT “|”; otherwise, we run the risk of Russel’s Paradox. Math-

ematicans, are often sloppy, but we should always keep in mind that

it’s important that there be ways to rewrite our definitions and argu-

ments to be precise. In the present situation, we should really rewrite

Definition 4.21, and set A1 ˆ ¨ ¨ ¨ ˆ An equal to

t z P 2p2p2ppt1, . . . , nu Y A1 Y ¨ ¨ ¨ Y Anq | Dx1 P A1, . . . , Dxn P An

s.t. z “ px1, . . . , xnq u.

NOTE TO SELF: IN THE FUTURE, we’ll define

A1 ˆ ¨ ¨ ¨ ˆ An :“ t xx1, . . . , xny | x1 P A1 , . . . , xn P An u,

and we’ll define xx1, . . . , xny :“ txx1, x1yy, . . . xxn, xnyyu, and we’ll de-

fine xxx, yyy :“ ttxu, tx, yuu. END OF NOTE TO SELF

At this point, for any non-/x, y, we can make an ordered pair from

x and y in two ways: xx, yy or px, yq. In the future, by ordered pair,

we always mean a p, q-ordered pair. That is, for all z, we say that z is

an orderd pair if there exist non-/x, y such that z “ px, yq. A set is

called a relation if its elements are all ordered pairs. That is:

DEFINITION 4.22. Let R be a set. By R is a relation, we mean:

@z P R, Dx, y s.t. z “ px, yq.

NOTE TO SELF: NEXT YEAR, define a relation as a set of xxyy

ordered pairs. Then
ŤŤ

R is the set of underlying coordinates, e.g.,
ďď

txx3, 5yy, xx7, 8yyu “
ď

tt3u, t3, 5u, t7u, t7, 8uu “ t3, 5, 7, 8u.

Also, we have t3u, t3, 5u Ď t3, 5, 7, 8u, so t3u, t3, 5u P 2pt3, 5, 7, 8u, so

tt3u, t3, 5uu Ď 2pt3, 5, 7, 8u, so tt3u, t3, 5uu P 2p2pt3, 5, 7, 8u. That is,

xx3, 5yy P 2p2pt3, 5, 7, 8u. Similarly, xx7, 8yy P 2p2pt3, 5, 7, 8u. Then

txx3, 5yy, xx7, 8yyu Ď 2p2pt3, 5, 7, 8u,

so

txx3, 5yy, xx7, 8yyu P 2p2p2pt3, 5, 7, 8u.
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Thus, if S is the set of underlying coordinates of a relation R, then we

have R Ď 2p2pS, and so R P 2p2p2pS. END OF NOTE TO SELF

So, for example,

R0 :“ tpx, yq P Rˆ R | 4x2 ` y2 “ 1u and

R1 :“ t2, 3, 4u ˆ t1, 2, 3u

are both relations. A logic purist would rewrite the definition of R0:

R0 :“ tz P Rˆ R | Dx, y P R s.t. pz “ px, yqq& p4x2 ` y2 “ 1qu.

Note that

R1 “ tp2, 1q, p2, 2q, p2, 3q, p3, 1q, p3, 2q, p3, 3q, p4, 1q, p4, 2q, p4, 3qu.

DEFINITION 4.23. For any relation R, we define

domrRs :“ t x | Dy s.t. px, yq P R u,

imrRs :“ t y | Dx s.t. px, yq P R u,

The set domrRs is called the domain of R, and the set imrRs is

called the image of R.

For any relation R, for any x, y, if px, yq P R, then tpx, yqu Ď R, and

so x, y P
ŤŤŤ

tpx, yqu Ď
ŤŤŤ

R. The logic purist would write:

domrRs :“

"

x P
ďďď

R

ˇ

ˇ

ˇ

ˇ

Dy s.t. px, yq P R

*

,

imrRs :“

"

y P
ďďď

R

ˇ

ˇ

ˇ

ˇ

Dx s.t. px, yq P R

*

,

Going forward, we will not always rewrite every set to suit the

purists. However, when we are sloppy with the Axiom of Specifica-

tion, any student may, at any point, ask how the set in question might

be more precisely defined.

NOTE TO SELF: IN THE FUTURE, we’ll have
ŤŤ

, not
ŤŤŤ

.

END OF NOTE TO SELF.

We leave it as an unassigned homework to show:

domrR0s “ r´1{2, 1{2s

imrR0s “ r´1, 1s

domrR1s “ t1, 2, 3u and

imrR1s “ t2, 3, 4u
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DEFINITION 4.24. Let f be a set. By f is a function we mean

(1) f is a relation and

(2) @x P domrf s, D!y s.t. px, yq P f .

NOTE TO SELF: IN THE FUTURE, (2) will be replaced by

@x P domrf s, D!y s.t. xxx, yyy P f .

END OF NOTE TO SELF.

In Definition 4.24, (2) is called the vertical line test. Note that

tpx, yq P R ˆ R | y “ x2u and tp1, 4q, p2, 4q, p3, 4qu are both functions,

but that tpx, yq P R ˆ R |x “ y2u and tp1, 4q, p2, 4q, p3, 4q, p2, 5qu are

both NOT.

DEFINITION 4.25. For any function f , for any x, we define

fpxq :“ ELT ty P imrf s | px, yq P fu.

Let f0 :“ tpx, yq P Rˆ R | y “ x2u, f1 :“ tp1, 4q, p2, 4q, p3, 4qu. Then

f0p3q “ 9,

f0p´3q “ 9,

f0pt3uq “ /,

f0p/q “ /,

f1p1q “ 4,

f1p2q “ 4,

f1p3q “ 4,

f1pt1, 2, 3uq “ /,

f1p0q “ / and

f1p/q “ /.
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5. Class 5 on 19 September 2017, Tu of Week 3

Recall xx, yy “ ttxu, tx, yu, u. Then x5,/y “ / “ x/, y. Also

x1, 2y ‰ x2, 1y. Recall px, yq “ tx1, xy, x2, yyu and, more generally,

px1, . . . , xnq “ tx1, xy, . . . , xn, xnyu. Warning: p3, 7q “ tx1, 3y, x2, 7yu is

differemt from p3, 7q “ tx P R | 3 ă x ă 7u. You have to figure out

from context which is which.

NOTE TO SELF: IN THE FUTURE, we’ll use x3, 7y for the ordered

pair, and we’ll use p3, 7q for the interval. IN THE FUTURE, we’ll define

x3, 7y :“ txx1, 3yy, xx2, 7yyu. Similarly, IN THE FUTURE, we’ll define

x3, 7, 2, 2y :“ txx1, 3yy, xx2, 7yy, xx3, 2yy, xx4, 2yyu. And, generally, IN

THE FUTURE, we’ll define xx1, . . . , xny :“ txx1, x1yy, . . . , xxn, xnyyu.

NOT THIS YEAR, though. END OF NOTE TO SELF

Recall that R is a relation means that R is a set of pq ordered pairs,

i.e., that @z P R, Dx, y s.t. z “ px, yq.

NOTE TO SELF: IN THE FUTURE, a relation will be a set of xxyy

ordered pairs, and xxx, yyy :“ ttxu, tx, yuu. That is, IN THE FUTURE,

we’ll say that R is a relation means that @z P R, Dx, y s.t. z “ xxx, yyy.

END OF NOTE TO SELF

Recall that, for any relation R, we defined

domrRs :“ tx | Dy s.t. px, yq P Ru,

imrRs :“ ty | Dx s.t. px, yq P Ru.

Recall also that, for any n P N, for any sets A1, . . . , An, we defined

A1ˆ ¨ ¨ ¨ ˆAn :“ tpx1, . . . , xnq |x1 P A1, . . . , xn P Anu. Recall also that,

for any n P N, for any set A, we defined An :“ A ˆ A ˆ ¨ ¨ ¨ ˆ A, with

A repeated n times.

Recall that a function is a relation that satisfies the vertical line

test. That is, f is a function means both that f is a relation and that

@x P domrf s, D!y s.t. px, yq P f . Recall that, for any function f , for

any x, we defined fpxq :“ ELTty P imrf s | px, yq P fu. Sometimes, we

will use fx to denote fpxq. For any sets A and B, for any function f ,

if we have domrf s “ A ˆ B, then, for any x P A, for any y P B, we

define fpx, yq :“ fppx, yqq and xfy :“ fppx, yqq. The notation xfy is

particularly common when f is a special symbol (not a letter). So for
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example, for any sets A,B,C, for any function ˚ : A ˆ B Ñ C, for

any x P A, for any y P B, we would typically use x˚y to denote ˚px, yq.

NOTE TO SELF: IN THE FUTURE, we’ll write fpx, yq “ fpxxx, yyyq.

For example, let

f0 :“ tpx, yq P R2
| y “ x2u

f1 :“ tp1, 4q, p2, 4q, p3, 4qu.

We calculated the domain and image of f0 and f1.

DEFINITION 5.1. Let A, B and f be sets. Then f : AÑ B means

‚ f is a function,

‚ domrf s “ A, and

‚ imrf s Ď B.

Writing f0 :“ tpx, yq P R2 | y “ x2u will be considered bad form

in this class; even though it’s technically correct, it’s hard to read.

Instead, we will say, “Let f0 : R Ñ R be defined by f0pxq “ x2” or,

equivalently, “Define f0 : RÑ R by f0pxq “ x2”. We calculated

‚ f0p3q “ 9 “ f0p´3q,

‚ f0p5q “ 25 “ f0p´5q,

‚ f0pt3, 5uq “ /,

‚ f0p8q “ / and

‚ f0p/q “ /.

DEFINITION 5.2. Let A, B and f be sets. Then f : A 99K B means

‚ f is a function,

‚ domrf s Ď A, and

‚ imrf s Ď B.

By superdomain, we mean any superset of the domain. By su-

perimage, we mean any superset of the image. Some mathematicians

co-domain is used to mean superimage, others use target, and still

others use range. Be wary of the word “range” though, since some

mathematicians use range to mean image.

In Definition 5.1, we see that “f : A Ñ B” indicates that A is the

domain of f , and that B is a superimage of f . On the other hand, in

5.2, we see that “f : A 99K B” indicates that A is a superdomain of f ,

and that B is a superimage of f .
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Writing f1 :“ tp1, 4q, p2, 4q, p3, 4qu will be considered bad form in this

class; even though it’s technically correct, it’s hard to read. Instead,

we will say, “Let f1 : R 99K R be defined by

f1pxq “

$

’

’

&

’

’

%

4, if x “ 1

4, if x “ 2

4, if x “ 3 ”,

or, equivalently, “Define f1 : t1, 2, 3u Ñ R by f1pxq “ 4”. We have:

‚ f1p1q “ f1p2q “ f1p3q “ 4,

‚ f1p4q “ /,

‚ f1pt1, 2, 3uq “ /,

‚ f1p8q “ / and

‚ f1p/q “ /.

For another example, let h : R 99K R be defined by hpxq “ 1{x.

Then, technically, we have h “ tpx, yq P R2 | y “ 1{xu, but this is

considered difficult to read. We have:

‚ hp5q “ 1{5,

‚ hp´5q “ ´1{5,

‚ hp0q “ /,

‚ hp8q “ /,

‚ hpt5uq “ / and

‚ hp/q “ /.

For another example, let h1 : R 99K R be defined by

h1pxq “
1

x7 ` 5x3 ` 4
.

Note that domrh1s “ tx P R |x7`5x3`4 ‰ 0u. Then h1 is an example

of a function whose domain is difficult to calculate precisely, and so it’s

nice that we have the 99K notation.

Finally, one more example. Define q : R2 Ñ R by qpx, yq “ x. Note

that, as is typical, qpx, yq is an abbreviation of qppx, yqq. Technically,

we have q “ tppx, yq, zq P R2ˆ$ | z “ xu, but this is considered difficult

to read. Question: Is qp5,/q equal to 5 or to /? Note that we have,

as usual, qp/q “ /. Recall that p5,/q “ /. Note that, as is typical,

qp5,/q is an abbreviation of qpp5,/q. Then

qp5,/q “ qpp5,/qq “ qp/q “ /.
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Recall that, for any set S, we defined 2S :“ tsubsets of Su. Note

that, for any sets A and B, for any f : A Ñ B, we have f Ď A ˆ B,

or, equivalently, we have f P 2AˆB.

DEFINITION 5.3. For any sets A and B, we define

AB :“ tfunctions B Ñ Au.

That is, AB denotes the set of all function with domain B and su-

perimage A. More precisely, we should write

AB :“ tf P 2AˆB | f : B Ñ Au.

We recalled the computation of 2t3,4,5u, which is a set of all the eight

subsets of t3, 4, 5u. We computed t0, 1ut3,4,5u and verified that these

functions are in correspondence with the sets in t3, 4, 5u.

Recall that An “ A ˆ ¨ ¨ ¨ ˆ A. We now give a second definition to

An, as follows:

DEFINITION 5.4. For all n P N, for any set A, we define An :“

At1,...,nu.

From here on out, when you see An, you should use Definition 5.4.

Recall that we defined px, . . . , xnq :“ tx1, x1y, . . . , xn, xnyu. We now

give a second definition to px1, . . . , xnq, as follows:

DEFINITION 5.5. For all n P N, for all x1, . . . , xn, we define

px1, . . . , xnq :“ t p1, x1q , . . . , pn, xnq u.

NOTE TO SELF: NEXT YEAR, we won’t need Definition 5.4 or Def-

inition 5.5. We’ll only have one definition of An and one definition

of px1, . . . , xnq. END OF NOTE TO SELF

From here on out, when you see px1, . . . , xnq, you should use Defini-

tion 5.5. For example, let v :“ p4, 7, 9q. Then v “ tp1, 4q, p2, 7q, p3, 9qu.

Note that v : t1, 2, 3u Ñ t4, 7, 9u and that vp1q “ 4, vp2q “ 7, vp3q “ 9.

Typically, in this situation, we’ll use

v1 instead of vp1q,

v2 instead of vp2q and

v3 instead of vp3q.

Thus, we would write v1 “ 4, v2 “ 7 and v3 “ 9.

Recall that we defined

A1 ˆ ¨ ¨ ¨ ˆ An :“ tpx1, . . . , xnq |x1 P A1, . . . , xn P Anu.
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Now that px1, x2, . . . , xnq has two definitions (new and old), we see that

A1ˆ . . .ˆAn has two definitions (new and old). From here on out, the

new definition is what we will mean by A1 ˆ ¨ ¨ ¨ ˆ An.

DEFINITION 5.6. Let A and B be sets, and let f : AÑ B. Then

(1) f is one-to-one or injective means:

@y, z P B, p rfpyq “ fpzqs ñ ry “ zs q.

(2) f is onto B or surjective onto B means: imrf s “ B.

(3) f is bijective onto B means:

pf is one-to-oneq & pf is onto Bq.

REMARK 5.7. Let A and B be sets, and let f : AÑ B. Then:

( f is onto B ) ô ( @y P B, Dx P A s.t. fpxq “ y ).

Proof. Proof of ñ: Assume that f is onto B. We wish to show:

@y P B, Dx P A s.t. fpxq “ y

Let y P B be given. We wish to show: Dx P A s.t. fpxq “ y.

Since f is onto B, we have imrf s “ B. Then

y P B “ imrf s “ tfpxq |x P Au.

Choose x P A such that y “ fpxq. We wish to show: fpxq “ y. By

choice of x, we have fpxq “ y, as desired. End of proof of ñ.

Proof of ð: Assume: @y P B, Dx P A s.t. fpxq “ y. We wish to

show that f is onto B. That is, we wish to show that imrf s “ B.

Since f : A Ñ B, it follows that imrf s Ď B. We wish to show that

B Ď imrf s. We wish to show, for all y P B, that y P imrf s. Let y P B

be given. We wish to show: y P imrf s.

By our assumption, choose x P A such that fpxq “ y. Then we have

y “ fpxq P imrf s, as desired. End of proof of ð. �

REMARK 5.8. Define g : N0 Ñ N by gpxq “ x ` 1. Then g is

bijective onto N.

Proof. We wish to show:

(1) g is one-to-one and

(2) g is onto N.
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Proof of (1): We wish to show, for all w, x P N, that

pgpyq “ gpzqq ñ py “ zq.

Let w, x P N be given. We wish to show:

pgpyq “ gpzqq ñ py “ zq.

Assume gpyq “ gpzq. We wish to show y “ z. We have

y ` 1 “ gpyq “ gpzq “ z ` 1.

Then y ` 1 “ z ` 1, and so y “ z, as desired. End of proof of (1).

Proof of (2): By Lemma 5.7, it suffices to show:

@y P N, Dx P N0 s.t. gpxq “ y.

Let y P N be given. We wish to show: Dx P N0 s.t. gpxq “ y. Since

y P N, it follows that y ´ 1 P N0. Let x “ y ´ 1. Then x P N0, and we

wish to show that gpxq “ y.

We have gpxq “ x` 1 “ py ´ 1q ` 1 “ y. End of proof of (2). �

Assigned HW#11.

DEFINITION 5.9. For all y ě 0, we define

?
y :“ ELTtx ě 0 | y “ x2u.

DEFINITION 5.10. For any functions f and g, we define the com-

posite function, g ˝ f , by: @x, pg ˝ fqpxq “ gpfpxqq.

For the logic purist:

g ˝ f “ tv P pdomrf sq ˆ pimrgsq |

Dx P domrf s, Dy P pimrf sq X pdomrgsq, Dz P imrgs

s.t. px, yq P f, py, zq P g, v “ px, zqu.

For example: Define f : R Ñ R by fpxq “ x5 ` 7x ` 1 and define

g : R 99K R by gpxq “
?
x. Then, for all x P R, we have pg ˝ fqpxq “

?
x5 ` 7x` 1. Note that domrg ˝ f s “ tx P R |x5 ` 7x` 1 ě 0u. This

domain is a finite union of intervals, but calculating the endpoints of

those intervals is difficult, and we won’t attempt it.

DEFINITION 5.11. Let A be a set. Then idA : AÑ A is defined by

idApxq “ x.
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DEFINITION 5.12. Let f be a function and let S be a set. Then

the forward image of S under f is

f˚pSq :“ tfpxq |x P S X pdomrf squ.

For the logic purist:

f˚pSq “ ty P imrf s | Dx P S X pdomrf sq s.t. y “ fpxqu.

DEFINITION 5.13. Let f be a function and let T be a set. Then

the backward image or preimage of T under f is

f˚pT q :“ tx P domrf s | fpxq P T u.

For example, define s : RÑ R by spxq “ x2. Then

s˚pt1, 2, 3uq “ t1, 4, 9u and

s˚pt1, 2, 3uq “ t1,´1,
?

2,´
?

2,
?

3,´
?

3u.

6. Class 6 on 21 September 2017, Th of Week 3

Assigned HW#12.

Recall: @y ě 0,
?
y :“ ELTtx ě 0 | y “ x2u.

Recall: @fns f, g, @x, pg ˝ fqpxq “ gpfpxqq.

Recall: @set A, idA : AÑ A is defined by idApxq “ x.

Recall: @fn f , @set S, f˚pSq “ tfpxq |x P S X pdomrf sq.

Recall: @fn f , @set T , f˚pT q “ tx P domrf s | fpxq P T u.

DEFINITION 6.1. For any function f , for any S Ď domrf s, the

function f |S : S Ñ imrf s is defined by pf |Sqpxq “ x.

Note that, in Definition 6.1, the equation “pf |Sqpxq “ x” is under-

stood to be quantified by “@x P S”. For any x P pdomrf sqzS, we have

x R S “ domrf |Ss, and so pf |Sqpxq “ /.

As an example, define s : R Ñ R by spxq “ x2. Then s might be

called the “squaring function”. Then sp2q “ 4 and sp´2q “ 4, so s

is NOT one-to-one. However, if we restrict s to r0,8q, then we end

up with a different function r :“ s|r0,8q, which might be called the

“restricted squaring function”. This restricted squaring function it IS

one-to-one. Note, for example, that rp2q “ 4 and rp´2q “ /.

Assigned HW#13

REMARK 6.2. @a, b, r pa P tbuq ô pa “ bq s.
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Proof. Omitted. Follows from the definition of tbu. �

REMARK 6.3. @fn f , @y,

f˚ptyuq “ tx P domrf s | fpxq “ yu.

Proof. Let a function f be given, and let y be given. We wish to show:

f˚ptyuq “ tx P domrf s | fpxq “ yu.

By Remark 6.2, for all x, pfpxq P tyuq ô pfpxq “ yq. Then

f˚ptyuq “ tx P domrf s | fpxq P tyuu

“ tx P domrf s | fpxq “ yu,

as desired. �

REMARK 6.4. @fn f , @y,

py P imrf sq ô pf˚ptyuq ‰ Hq.

Proof. Let a function f be given, and let y be given. We wish to show:

py P imrf sq ô pf˚ptyuq ‰ Hq.

By Remark 6.3, we have:

f˚ptyuq “ tx P domrf s | fpxq “ yu.

Then: pf˚ptyuq ‰ Hq ô pDx P domrf s s.t. fpxq “ yq.

Recall that imrf s “ tfpxq |x P domrf su. Then

py P imrf sq ô pDx P domrf s s.t. fpxq “ yq

ô pf˚ptyuq ‰ Hq,

as desired. �

Assigned HW#14.

A set is nonempty iff it has at least one element:

FACT 6.5. @set S, we have

p#S ě 1q ô pS ‰ Hq.

Proof. Omitted. �

A set has more than one element iff it has two elements that are not

equal to one another:
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FACT 6.6. @set S, we have

p#S ą 1q ô pDw, x P S s.t. w ‰ xq.

Proof. Omitted. �

THEOREM 6.7. Let f be a one-to-one function. Then, @y P imrf s,

we have: #rf˚ptyuqs “ 1.

Proof. Let y P imrf s be given. We wish to prove that #rf˚ptyuqs “ 1.

Since y P imrf s, it follows, from Remark 6.4, that f˚ptyuq ‰ H.

Then, by Fact 6.5, we have #rf˚ptyuqs ě 1, and it remains to show:

#rf˚ptyuqs ď 1. Assume #rf˚ptyuqs ą 1. We aim for a contradiction.

As #rf˚ptyuqs ą 1, by Fact 6.6, choose w, x P f˚ptyuq s.t. w ‰ x.

By definition of f˚ptyuq, since w, x P f˚ptyuq, we get fpwq, fpxq P tyu.

Then fpwq “ y and fpxq “ y. Then fpwq “ fpxq. So, since f is

one-to-one, we conclude that w “ x. However, by choice of w and x,

we have: w ‰ x. Contradiction. �

FACT 6.8. Let f be a function. Then f is onto imrf s.

Proof. Since imrf s “ imrf s, it follows, from the definition of “onto

imrf s”, that f is onto imrf s. �

DEFINITION 6.9. For any one-to-one function, the function f´1 is

defined by

@y, f´1pyq “ ELTrf˚ptyuqs.

Note, for any one-to-one function f , that

(1) f : domrf s Ñ imrf s,

(2) f is bijective onto imrf s,

(3) f´1 : imrf s Ñ domrf s and

(4) f´1 is bijective onto domrf s.

All four of these are unassigned homework.

Example: Let f : R Ñ R be defined by fpxq “ 3x ` 5. We leave it

as unassigned homework to show that f is one-to-one. We calculate

f´1p9q “ ELTrf´1ptyuqs

“ ELTtx P R | fpxq “ 9u

“ ELTtx P R | 3x` 5 “ 9u

“ ELTtx P R |x “ 4{3u

“ ELTt4{3u “ 4{3.
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Assigned HW#15.

Let r : R 99K R be defined by rpxq “
?
x. (Note that domrrs “

r0,8q.) Let s : R Ñ R be defined by spxq “ x2. For any sets A and

B, a function f : A Ñ B is sometimes denoted x ÞÑ fpxq : A Ñ B.

For example, the function x ÞÑ x2 : R Ñ R is equal to s. A function

f : R 99K R is sometimes denoted fp‚q. For example, the function p‚q2

is equal to s, and the function
?
‚ is equal to r.

Example (of an inverse function): The function p‚q2 : R Ñ R is not

one-to-one, and so it does not have an inverse. However the restriction

p‚q2|r0,8q : r0,8q Ñ R IS one-to-one, and rp‚q2|r0,8qs´1 “
?
‚.

For all n P N, for all a1, . . . , an, we say that a1, . . . , an are distinct

or pairwise unequal if, for all i, j P t1, . . . , nu, we have:

r i ‰ j s ñ r ai ‰ aj s.

For all n P N, for all sets S1, . . . , Sn, we say that S1, . . . , Sn are pairwise

disjiont if for all i, j P t1, . . . , nu, we have:

r i ‰ j s ñ r Si X Sj “ H s.

For all n P N, for all a1, . . . , an, b1, . . . , bn, if a1, . . . , an are pairwise

unequal, then we use the notation
¨

˚

˝

a1 ÞÑ b1
...

an ÞÑ bn

˛

‹

‚

to denote the function f : ta1, . . . , anu Ñ tb1, . . . , bnu defined by

fpxq “

$

’

’

&

’

’

%

b1, if x “ a1
...

...

bn, if x “ an.

Example (of an inverse function): We have
ˆ

2 ÞÑ 5

6 ÞÑ 9

˙´1

“

ˆ

5 ÞÑ 2

9 ÞÑ 6

˙

.

DEFINITION 6.10. Let A, B and f be sets.

(1) By f : A ãÑ B, we mean: (f : AÑ B) and (f is one-to-one).

(2) By f : AÑą B, we mean: (f : AÑ B) and (f is onto B).

(3) By f : A ãÑą B, we mean: (f : A ãÑ B) and (f : AÑą B).
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DEFINITION 6.11. Let A and B be sets.

(1) By DA ãÑ B, we mean: Df s.t. f : A ãÑ B.

(2) By DAÑą B, we mean: Df s.t. f : AÑą B.

(3) By DA ãÑą B, we mean: Df s.t. f : A ãÑą B.

For example,

p Dt1, 2u ãÑ t3, 4, 5u q and

p Dt3, 4, 5u Ñą t1, 2u q and

p Dt1, 2u ãÑą t3, 4u q.

In fact, for any finite sets F and G, we have

r p DF ãÑ G q ô p#F ď #Gq s and

r p DGÑą F q ô p p#G ě #F q& pF ‰ Hq q s and

r p DF ãÑą G q ô p#F “ #Gq s and

Reflexitivity of (1),(2),(3) of Definition 6.11: For any set A,

pDA ãÑ Aq and pDAÑą Aq and pDA ãÑą Aq.

Transitivity of (1),(2),(3) of Definition 6.11: For any sets A, B, C,

ppp rpDA ãÑ Bq and pDB ãÑ Cqs ñ rDA ãÑ Cs qqq and

ppp rpDAÑą Bq and pDB Ñą Cqs ñ rDAÑą Cs qqq and

ppp rpDA ãÑą Bq and pDB ãÑą Cqs ñ rDA ãÑą Cs qqq.

Symmetry of (3) of Definition 6.11: For any sets A, B,

pDA ãÑą Bq ñ pDB ãÑą Aq.

We will not, in this course, define the “cardinality” of a set, but it’s

worth understanding that, for any sets A and B, we have: ( A has

smaller cardinality than B ) iff ( DA ãÑ B ).

The following theorem is hard to prove, and we omit the proof, since

it doesn’t really belong in this course. However, to understand properly

how sets are organized by cardinality, it’s important to know all of the

results in it. Even though we won’t define cardinality explicitly, we

nevertheless call this the Cardinality Theorem:

THEOREM 6.12. Let S and T be sets. Then:

(1) pDS ãÑ T q or pDT ãÑ Sq.

(2) rpDS ãÑ T q&pDT ãÑ Sqs ñ rDS ãÑą T s.

(3) rDT Ñą Ss ñ rDS ãÑ T s.

(4) rpDS ãÑ T q&pS ‰ Hqs ñ rDT Ñą Ss.
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Proof. Omitted. �

Item (2) of Theorem 6.12 is the Schroeder-Bernstein Theorem.

The reverse implication is also true, and not hard to prove. So we can

say: @sets S and T , we have: rpDS ãÑ T q&pDT ãÑ Sqs ô rDS ãÑą T s.

It would be nice if we could omit “&pS ‰ Hq” from (4) of Theo-

rem 6.12, but that omission isn’t possible, because the only function

whose image is contained in the empty set is the empty function. So,

for any set T , if T ‰ H, then DH ãÑ T , but ET Ñą H. It’s worth

remembering, though, that, by (3) and (4) of Theorem 6.12, we CAN

say: For any nonempty sets S and T , we have:

r DS ãÑ T s ô r DT Ñą S s.

Another useful result says that N injects into any infinite set, so that

N may be thought of as one of the “smallest” infinite set. That is:

THEOREM 6.13. Let T be an infinite set. Then DN ãÑ T .

We begin with an informal proof.

Proof. We wish to show that Df s.t. f : N ãÑ T .

Since T is infinite, T ‰ H, so choose z1 P T .

Since T is infinite, T ztz1u ‰ H, so choose z2 P T ztz1u.

Since T is infinite, T ztz1, z2u ‰ H, so choose z3 P T ztz1, z2u.

Since T is infinite, T ztz1, z2, z3u ‰ H, so choose z4 P T ztz1, z2, z3u.

Continuing in this way we arrive at z1, z2, z3, . . . P T such that, for

all j, k P N,

r i ‰ j s ñ r zi ‰ zj s.

That is, the elements z1, z2, z3, . . . of T are pairwise unequal.

Define f : N Ñ T by fpjq “ zj. We wish to show that f is one-to-

one.

We leave it as an unassigned exercise to show that, because z1, z2, z3, . . .

are pairwise unequal, it follows that f is one-to-one. �

Recall that for any functions S and c, for any j, we often write Sj
for Spjq and cj for cpjq. To make the preceding informal proof precise,

we will need the Axiom of Choice:

Axiom of Choice. Let S be a function. Let D :“ domrSs and

assume, for all j P D, that Sj is a nonempty set. Then there exists a
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function c such that domrcs “ D and such that, for all j P D, we have

cj P Sj.

The function c is sometimes called a choice function for S.

Recall that “f P DD” is the same as “f : D Ñ D”. To make

the preceding informal proof precise, we also need the Fundamental

Theorem of Dynamics, which says that whenever you have a set D

and a function f P DD, you can create a sequence of functions φ0 “ idD,

φ1 “ f , φ2 “ f ˝ f , φ3 “ f ˝ f ˝ f , etc.. More formally:

THEOREM 6.14. Let D be a set, f P DD. Then D!φ : N0 Ñ DD s.t.

(1) φ0 “ idD and

(2) @j P N, φj “ f ˝ φj´1.

Proof. Omitted. Idea: For all j P N, define

Sj :“ t ψ : t0, . . . , ju Ñ DD
|

p ψ0 “ idD q & p @i P t1, . . . , ju, ψi “ f ˝ ψi´1 q u.

Argue, by induction, that, @j P N, #rSjs “ 1. For all j P N, define

ψj :“ ELTpSjq. Argue, by induction, that, for all j P N, we have

ψj`1|t1, . . . , ju “ ψj. Define φ‚ by φj “ ψjj . �

In the statement of Theorem 6.14, we are using φ0 to mean φp0q,

and φ1 to mean φp1q, etc..

DEFINITION 6.15. Let D be a set and let f P DD. Then, by f˝, we

mean the unique function φ : NÑ DD such that

(1) φ0 “ idD and

(2) @j P N, φj “ f ˝ φj´1.

For all j P N0, by f j˝ , we mean pf˝qj “ f˝pjq P D
D.

Informally, for any set D, for any f : D Ñ D, we have f 0
˝ “ idD,

and f 1
˝ “ f , and f 2

˝ “ f ˝ f , and f 3
˝ “ f ˝ f ˝ f , and so on.

DEFINITION 6.16. Let D be a set and let f : D ãÑą D. Then, for

any j P N, we define f´j˝ :“ pf´1qj˝.

Informally, for any set D, for any f : D ãÑą D, we have f´1˝ “ f´1,

and f´2˝ “ f´1 ˝ f´1, and f´3˝ “ f´1 ˝ f´1 ˝ f´1, and so on.

We can now give a more formal proof of Theorem 6.13:
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Proof. We wish to show: Dz s.t. z : N ãÑ T .

Let D :“ tX P 2T |#X “ 8u be the set of all infinite subsets of T .

Note that T P D. Let S :“ idD : D Ñ D. Then, @X P D, SX “ X.

By the Axiom of Choice, choose a function c such that domrcs “ D
and such that, @X P D, cX P SX . Then, for all X P D, we have

cX P SX “ X. For all X P D, as X is infinite, and as tcXu is finite, we

see that XztcXu P D. Define f P DD by fpXq “ XztcXu.

For all j P N, we have f j˝ pT q “ fpf j´1˝ pT qq. Define X : N0 Ñ D by

Xj :“ f j˝ pT q. Then

p˚q @j P N, rXj “ fpXj´1qs.

We leave it as unassigned homework to show:

p˚˚q @j, k P N0, rpj ď kq ñ pXk Ď Xjqs.

Define z : N Ñ T by zj :“ cXj´1
. We wish to show that z : N ãÑ T .

Since z : N Ñ T , we need only show that z is one-to-one. We wish to

show: @j, k P N, prj ‰ ks ñ rzj ‰ zksq. Let j, k P N be given. We

wish to show: rj ‰ ks ñ rzj ‰ zks. Assume j ‰ k. We wish to show:

zj ‰ zk. Let m :“ mintj, ku and n :“ maxtj, ku. Then m ă n, and it

suffices to show that zm ‰ zn.

By p˚˚q, we have Xn´1 Ď Xm. Then zn “ cXn´1 P Xn´1 Ď Xm.

By p˚q, we have Xm “ fpXm´1q. Then

Xm “ Xm´1ztcXm´1u “ Xm´1ztzmu,

so zm R Xm. So, since zn P Xm, we get zm ‰ zn, as desired. �

Using Theorem 6.12 and Theorem 6.13, we can organize the World

of Sets into various levels numbered 0, 1, 2, etc.. We picture the 0th

level at the bottom, the 1st just above it, the 2nd just above the 1st,

etc. Above all of these, there are infinte levels. Moreover:

(1) The 0th level contains only the empty set.

(2) The 1st level contains all sets S s.t. #S “ 1.

(3) The 2nd level contains all sets S s.t. #S “ 2.

(4) @n P N0, the nth level contains all sets S s.t. #S “ n.

(5) The lowest infinite level contains N.

(6) For any two sets S and T on the same level, DS ãÑą T .

(7) For any two sets S and T ,

if T is on a strictly higher level than S,

then [ (DS ãÑ T ) and (ET ãÑ S) ].
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(8) For any two nonempty sets S and T ,

if T is on a strictly higher level than S,

then [ (DT Ñą S) and (ES Ñą T ) ].

So, in the World of Sets, a ãÑą points horizontal, a Ñą points down,

and a ãÑ points up. We will eventually see that there is a level above

the lowest infinite level, and, in fact, there is no top level.

Note: t5u and tt1, 2, 3uu are both on the 1st level. Note: t5, t1, 2, 3uu

is on the 2nd level. By Theorem 6.13, every infinite set is at or above

the level of N. Every finite set is strictly below the level of N.

We explained why DN ãÑ N0 and DN ãÑ Z. Thus N0 and Z are on the

same level as N.

DEFINITION 6.17. Let S be a set. By S is countable, we mean:

DS ãÑ N. By S is uncountable, we mean: ES ãÑ N. By S is count-

ably infinite or denumerable, we mean: DS ãÑą N.

The countably infinite sets are those on the same level as N; in par-

ticular, N0 and Z are countably infinite.

A set is countably infinite iff it is both countable and infinite. The

countable sets are those on or below the level of N. The uncountable

sets are those strictly above the level of N.

In the next classes, we will place Q and R in the World of Sets.

7. Class 7 on 26 September 2017, Tu of Week 4

DEFINITION 7.1. For all n P N, we define
Z
n

:“

"

m

n

ˇ

ˇ

ˇ

ˇ

m P Z
*

.

So, for example,
Z
3
“

"

. . . ,
´3

3
,
´2

3
,
´1

3
,
0

3
,
1

3
,
2

3
,
3

3
, . . .

*

.

Assigned HW#16.

DEFINITION 7.2. For any set S, for any A Ď S, we define the

function χSA : S Ñ t0, 1u by χSApzq “

#

1, if z P A

0, if z R A.

Assigned HW#17 and HW#18 and HW#19.

The following result is called the Archimedean Principle:

THEOREM 7.3. @x P R, Dj P N s.t. j ą x.

Proof. Omitted. �
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Assigned HW#20.

Recall: Theorem 6.12 and Theorem 6.13. By Theorem 6.13, we

know: @set S, [ ( S is infinite ) ô ( DN ãÑ S ) ].

Recall: Definition 6.17. Using the Schroeder-Bernstein Theorem ((2)

of Theorem 6.12), it’s not hard to show: For any set S, we have

r S is countably infinite s ô r pS is countableq & pS is infinite q s.

Recall: Because N0 is “listable” as t0, 1, 2, 3, . . .u, it follows that

DN ãÑą N0. Similarly, because Z is “listable” as t0, 1,´1, 2,´2, 3,´3, . . .u,

it follows that DN ãÑą Z. Thus N and N0 and Z are all three countably

infinite.

Similarly, we can list the elements of Nˆ N using two rules:

(1) For all p, q, r, s P N, if p ` q ă r ` s, then we list pp, qq before

pr, sq.

(2) For all p, q, r, s P N, if p ` q “ r ` s and if p ă r, then we list

pp, qq before pr, sq.

Following these two rules, we list Nˆ N as follows:

t p1, 1q,

p1, 2q, p2, 1q,

p1, 3q, p2, 2q, p3, 1q,

p1, 4q, p2, 3q, p3, 2q, p4, 1q, . . . u.

DEFINITION 7.4. A sequence is a function whose domain is N.

For any sequence a, for any j P N, it is traditional to denote apjq by

aj. For any sequence a, we will sometimes use a‚ to denote a. If in

a complicated situation, we have, say, sequences a, x and y, and real

numbers b, c and z, it can be helpful to use a‚, b, c, x‚, y‚, z so that

the reader can easily remember which object is a sequence and which

is a real number.

To indicate a sequence a‚, we sometimes write pa1, a2, a3, . . .q, hoping

that the pattern becomes clear for the reader. For example, defining

b‚ :“ p1, 4, 9, 16, . . .q is the same as defining b : N Ñ R by aj “ j2.

Defining c :“ p5, 5, 5, 5, . . .q is the same as defining c : N Ñ R by

cj “ 5.

For any sequence a, note that imras “ taj | j P Nu, and we sometimes

write imra‚s “ ta1, a2, . . .u.
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If we say “a is a sequence of real numbers”, then we mean: “a is a

sequence, and, for all j P N, aj P R”. Or, equivalently, “a P RN”.

If we say “S is a sequence of sets”, then we mean: “S is a sequence,

and, for all j P N, Sj is a set”.

If we say “W is a sequence of nonempty sets”, then we mean: “W

is a sequence, and, for all j P N, Wj is a nonempty set”.

THEOREM 7.5. Let S1, S2, S3, . . . be countably infinite sets. Then

S1 Y S2 Y S3 Y ¨ ¨ ¨ is a countably infinite set.

Colloquially, Theorem 7.5 asserts: “A countably infinite union of

countably infinite sets is countably infinite.” A logic purist would not

appreciate the use of ellipses (“. . .”s) in Theorem 7.5, and would prefer

the following more precise version:

Theorem. Let S be a sequence of countably infinite sets. Then
Ť

pimrS‚sq is a countably infinite set.

We begin with a proof of Theorem 7.5 that is appropriate to the level

of our course, but would irritate the logic purist:

Proof. Let U :“ S1 Y S2 Y ¨ ¨ ¨ . We wish to show that U is countably

infinite. That is, we wish to show that U is both countable and infinite.

Since U Ě S1 and since S1 is infinite, it follows that U is infinite.

It remains to show that U is countable. We wish to show: DU ãÑ N.

Then, by (3) of Theorem 6.12, it suffices to show DN Ñą U . Since

NˆN is countable, it follows that DNˆNÑą N. Then, by transitivity

of D‚Ñą‚, it suffices to show: DN ˆ N Ñą U . That is, we wish to

show: DΦ s.t. Φ : Nˆ NÑą U .

Choose f1 : N ãÑą S1, f2 : N ãÑą S2, etc. Then, for all j P N, since

Sj Ď U , we get fj : NÑ U . Define Φ : Nˆ NÑ U by Φpj, kq “ fjpkq.

We wish to show Φ is onto U . That is, we wish to show: @y P U ,

Dj, k P N s.t. Φpj, kq “ y. Let y P U be given. We wish to show:

Dj, k P N s.t. Φpj, kq “ y.

Since y P U “ S1 Y S2 Y ¨ ¨ ¨ , choose j P N such that y P Sj.

Since fj : N Ñ Sj is onto Sj, it follows that imrfjs “ Sj. Then

y P Sj “ imrfjs, so choose k P N such that fjpkq “ y. We wish to

show: Φpj, kq “ y.

We have Φpj, kq “ fjpkq “ y, as desired. �
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From the purist’s point of view, there are two problems with the

proof given above: the use of “etc.” and the use of ellipses (“. . .s”).

The second one is easily fixed, because we can

(1) replace “U :“ S1 Y S2 Y ¨ ¨ ¨ ” with “U :“
Ť

pimrS‚sq” and

(2) replace “y P U “ S1 Y S2 Y ¨ ¨ ¨ ” with “y P U “
Ť

pimrS‚sq”.

A more difficult problem appears at the start of the third paragraph

of the proof, where we say: “Choose f1 : N ãÑą S1, f2 : N ãÑą S2,

etc.”. We need to replace this with text that will satisfy the logic

purist.

The basic problem is that, at the start of the third paragraph of the

proof, we KNOW

@j P N, DN ãÑą Sj

or, in other words, we KNOW

@j P N, Df s.t. f : N ãÑą Sj

and we would like to replace D by “choose”. This is similar to Re-

placement Rule [21] in the exposition handout, except that “D” is not

appearing at the start of the known statement; it appears AFTER

“@j P N”. So, in this situation, we know that infinitely many objects

exist, and we want to choose them all in one statement. A semi-purist

would say that, the spirit of the Axiom of Choice is that we can make

infinitely many choices at once, so we are, in fact, allowed to change ”D”

to “choose”, EXCEPT that we have to alter the notation to keep track

of the fact that the choices may well be different from one another.

Since we start with “@j P N”, we should change each “f” to “fj” and

we end up with

@j P N, choose fj s.t. fj : N ãÑą Sj

Here then, is a proof for the semi-purist:

Proof. Let U :“
Ť

pimrS‚sq. We wish to show that U is countably

infinite. That is, we wish to show that U is both countable and infinite.

Since U Ě S1 and since S1 is infinite, it follows that U is infinite.

It remains to show that U is countable. We wish to show: DU ãÑ N.

Then, by (3) of Theorem 6.12, it suffices to show DN Ñą U . Since

NˆN is countable, it follows that DNˆNÑą N. Then, by transitivity

of D‚Ñą‚, it suffices to show: DN ˆ N Ñą U . That is, we wish to

show: DΦ s.t. Φ : Nˆ NÑą U .



NOTES 1 59

For all j P N, DN ãÑą Sj. That is, for all j P N, Df s.t. f : N ãÑą Sj.

Then, by the (semi-purist’s) Axiom of Choice, for all j P N, choose fj
s.t. fj : N ãÑą Sj. Then, for all j P N, since Sj Ď U , we get fj : NÑ U .

Define Φ : N ˆ N Ñ U by Φpj, kq “ fjpkq. We wish to show Φ is onto

U . That is, we wish to show: @y P U , Dj, k P N s.t. Φpj, kq “ y. Let

y P U be given. We wish to show: Dj, k P N s.t. Φpj, kq “ y.

Since y P U “
Ť

pimrS‚sq, choose Z P imrS‚s such that y P Z. Since

Z P imrS‚s, choose j P N such that Z “ Sj. Since fj : N Ñ Sj is onto

Sj, it follows that imrfjs “ Sj. Then y P Z “ Sj “ imrfjs, so choose

k P N such that fjpkq “ y. We wish to show: Φpj, kq “ y.

We have Φpj, kq “ fjpkq “ y, as desired. �

In reality, there isn’t a “semi-purist’s Axiom of Choice”. The follow-

ing is just a slight restatement of our earlier Axiom of Choice:

Axiom of Choice (slight restatement): Let S be a function and

let D be a set. Assume that domrSs “ D. Assume, for all j P D,

that Sj is a nonempty set. Then there exists a function c such that

domrcs “ D and such that, for all j P N, we have cj P Sj.

The intuitive meaning is: If we’re given D-many nonempty sets,

then we can choose an element from each of them simultaneously. To

be “given D-many nonempty sets” is to be given a single function S

with domain D such that, for all j P D, Sj is a nonempty set. To

“choose an element from each of them simultaneously” is to choose

a single function c with domain D such that, for all j P D, cj P Sj.

It will be helpful to change S to A, c to f and to focus on the case

where D “ N. Our slight restatment above therefore implies:

Axiom of Choice for N: Let A be a function. Assume domrAs “ N.

Assume, for all j P N, that Aj is a nonempty set. Then there exists a

function f such that domrf s “ N and such that, @j P N, fj P Aj.

This might be called the Axiom of Choice for N-many nonempty

sets. A function with domain N is called a sequence, N-many objects

is a sequence of objects. Using the terminology of sequences, we would

state the last result as follows:

Axiom of Choice for sequences of nonempty sets: Let A‚ be

a sequence. Assume, for all j P N, that Aj is a nonempty set. Then

there exists a sequence f‚ such that, for all j P N, we have fj P Aj.
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To use this in our proof, we need to create the sequence A in such a

way that “fj P Aj” implies “fj : N ãÑą Sj. We can accomplish this by

defining the function A‚ by

@j P N, Aj “ tf P UN
| f : N ãÑą Sju.

Looking at this, we see, for all j P N, that Aj Ď UN, so Aj P 2ppUNq.

So, in our purist proof, we should define A : NÑ 2ppUNq by

Aj “ tf P UN
| f : N ãÑą Sju.

(Remember that “@j P N” is understood here.)

This yields our purist’s proof:

Proof. Let U :“
Ť

pimrS‚sq. We wish to show that U is countably

infinite. That is, we wish to show that U is both countable and infinite.

Since U Ě S1 and since S1 is infinite, it follows that U is infinite.

It remains to show that U is countable. We wish to show: DU ãÑ N.

Then, by (3) of Theorem 6.12, it suffices to show DN Ñą U . Since

NˆN is countable, it follows that DNˆNÑą N. Then, by transitivity

of D‚Ñą‚, it suffices to show: DN ˆ N Ñą U . That is, we wish to

show: DΦ s.t. Φ : Nˆ NÑą U .

Define A : N Ñ 2ppUNq by Aj “ tf P U
N | f : N ãÑą Sju. By as-

sumption, for all j P N, Sj is countably infinite. For all j P N,

DN ãÑą Sj. That is, for all j P N, Df s.t. f : N ãÑą Sj. That is,

for all j P N, we have Aj ‰ H. By the Axiom of Choice for sequences

of nonempty sets, choose a sequence f‚ such that, for all j P N, we

have fj P Aj. Then, for all j P N, by definition of Aj, we see that

fj : N ãÑą Sj. Define Φ : N ˆ N Ñ U by Φpj, kq “ fjpkq. We wish

to show Φ is onto U . That is, we wish to show:

@y P U, Dj, k P N s.t. Φpj, kq “ y.

Let y P U be given. We wish to show: Dj, k P N s.t. Φpj, kq “ y.

Since y P U “
Ť

pimrS‚sq, choose Z P imrS‚s such that y P Z. Since

Z P imrS‚s, choose j P N such that Z “ Sj. As fj : NÑ Sj is onto Sj,

it follows that imrfjs “ Sj. Then y P Z “ Sj “ imrfjs, so choose k P N
such that fjpkq “ y. We wish to show: Φpj, kq “ y.

We have Φpj, kq “ fjpkq “ y, as desired. �

We gave three proofs (original, semi-purist and purist) of Theo-

rem 7.5. In this course, all three are acceptable.
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COROLLARY 7.6. The set Q is countably infinite.

Proof. By HW#16, the sets

Z
1
,

Z
2
,

Z
3
,

Z
4
, . . .

are all countably infinite. So, since

Q “
Z
1
Y

Z
2
Y

Z
3
Y

Z
4
Y ¨ ¨ ¨ ,

it follows, from Theorem 7.5, that Q is countably infinite. �

This tells us that, in the World of Sets, Q belongs on the the count-

ably infinite level, along with N and N0 and Z and N ˆ N. In the

next class, we’ll focus on placing R. For now, we have a few additional

observations to make about countable sets.

A subset of a countable set is countable:

PROPOSITION 7.7. Let T be a countable set. Let S Ď T . Then S

is countable.

Proof. Since idS : S ãÑ T , we conclude that DS ãÑ T . Since T is

countable, we conclude that DT ãÑ N. Then, by transitivity of D‚ ãÑ‚,

it follows that DS ãÑ N. Then S is countable. �

Recall that
Ť

H “ H. Also, H : H ãÑ N, so DH ãÑ N. That is, H

is countable.

REMARK 7.8. Let S be a nonempty countable set. Then there exists

a P SN such that S “ ta1, a2, . . .u.

The purist would say “. . . such that S “ imra‚s”.

Proof. Since S is countable, we have DS ãÑ N. So, since S ‰ H, by (4)

of Theorem 6.12, we have DNÑą S. Choose a such that a : NÑą S.

Then S “ imra‚s, i.e., S “ ta1, a2, . . .u. �

Keep in mind, in Remark 7.8, that there is no assumption that the

sequence a‚ is injective, and so a1, a2, . . . may have repititions. So, for

example, if S “ t2, 5, 8u, then a‚ could, for example, be the sequence

p2, 5, 8, 2, 5, 8, 2, 5, 8, 2, 5, 8, 2, 5, 8, 2, 5, 8, . . .q.

LEMMA 7.9. Let A be a countable set. Then A Y N is countably

infinite.
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Proof. Since N Ď AYN and since N is infinite, it follows that AYN is

infinite. It remains to show that AY N is countable.

Let B :“ t´1,´2, . . .u. Then x ÞÑ ´x : N ãÑą B, so DN ãÑą B.

Since A is countable, DA ãÑ N. Since DA ãÑ N and DN ãÑ B we

conclude that DA ãÑ B. Choose f such that f : A ãÑ B.

Define g : AY NÑ Z by

gpxq “

#

fpxq, if x P A

x, if x R A.

We leave it as an unassigned exercise to show that g : A Y N ãÑ Z.

Thus DAY N ãÑ Z. Since Z is countably infinite, DZ ãÑą N.

Since DA Y N ãÑ Z and DZ ãÑ N, we conclude, by transitivity, that

DAY N ãÑ N. That is, AY N is countable, as desired. �

THEOREM 7.10. Let C be a countable set of countable sets. Then
Ť

C is countable.

The statement “Let C be a countable set of countable sets” means:

“Let C be a set of sets, assume C is countable, and assume, for all A P C,

that A is countable”.

Colloquially, Theorem 7.10 asserts: “A countable union of countable

sets is countable.”

NOTE TO SELF:

Here’s an easier approach. Given a sequence S‚ of countable sets (some

of which may be empty). For each j P N, form an injection from Sj
into N, then form an injection from Sj Y t0u into N0, then form a

surjection from N0 onto t0u Y Sj. Then use all these surjections to

surject N ˆ N0 onto t0u Y S1 Y S2 Y ¨ ¨ ¨ . Then make a surjection N
onto NˆN0. Composing, get a surjection N onto t0u Y S1 Y S2 Y ¨ ¨ ¨ .

This gives an injection t0u Y S1 Y S2 Y ¨ ¨ ¨ into N. Compose with the

inclusion S1 Y S2 Y ¨ ¨ ¨ ãÑ t0u Y S1 Y S2 Y ¨ ¨ ¨ , and we get an injection

S1 Y S2 Y ¨ ¨ ¨ ãÑ N. Then S1 Y S2 Y ¨ ¨ ¨ is countable.

END OF NOTE TO SELF.

The proof below, of Theorem 7.10, illustrates how when we know

a compound statement with “or”, we can break the proof into two

sections. This process is described in [16] of the exposition handout.

Proof. Let U :“
Ť

C. We wish to show: U is countable.

Either (1) C “ H or (2) C ‰ H.
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Proof in Case (1): As C “ H, we get U “
Ť

C “
Ť

H “ H. So, as

H is countable, we see that U is countable. End of proof in Case (1).

Proof in Case (2): Since C is nonempty and countable, by Re-

mark 7.8, choose A P CN such that C “ tA1, A2, . . .u.

Then U “
Ť

C “ A1 Y A2 Y ¨ ¨ ¨ .

Note that, for all j P N, we have Aj P C, so Aj Ď
Ť

C “ U . Let

V :“ U Y N. Then, for all j P N, we have Aj Y N Ď U Y N Ď V , so

Aj Y N P 2V . Define S : N Ñ 2V by Sj “ Aj Y N. By Lemma 7.9, for

all j P N, Sj is countably infinite. Then, by Theorem 7.5, we conclude

that S1 Y S2 Y ¨ ¨ ¨ is countable. So, since

S1 Y S2 Y ¨ ¨ ¨ “ pA1 Y Nq Y pA2 Y Nq Y ¨ ¨ ¨
“ pA1 Y A2 Y ¨ ¨ ¨ q Y N “ U Y N “ V,

we conclude that V is countable. So, since U Ď U Y N “ V , by

Proposition 7.7, that U is countable. End of proof in Case (2). �

There are several ellipses appearing in this proof of Theorem 7.10.

Resolving them to rigor is an exercise for the interested reader.

8. Class 8 on 28 September 2017, Th of Week 4

DEFINITION 8.1. Let X be a set. An X-valued sequence is a

function whose domain is N and whose image is a subset of X.

A sequence of real numbers is a sequence a‚ such that, for all

j P N, we have: aj is a real numbers. That is, A sequence of real

numbers is an R-valued sequence. A sequence of sets is a sequence

A‚ such that, for all j P N, we have: Aj is a set. A sequence of propo-

sitions is a sequence P‚ such that, for all j P N, we have: Pj is a

proposition. Etc.

Let a‚ be a sequence. Recall: a‚ is denoted pa1, a2, a3, . . .q, if we

can list enough terms of a‚ that the pattern becomes apparent. For

example, if a‚ “ p0, 1, 0, 1, 0, 1, 0, 1, . . .q, then, for all j P N, we have

aj “

#

1, if j is even

0, if j is odd.

Note that, denoting the set of integers by 2N, then the characteristic

function χN
2N is equal to p0, 1, 0, 1, 0, 1, 0, 1, . . .q.

REMARK 8.2. For all m P t0, 1u, we have 1´m ‰ m.
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Proof. Unassigned homework. �

THEOREM 8.3. For all z : NÑ t0, 1uN, there exists a P t0, 1uN such

that for all j P N, a ‰ zj.

A bit is an element of t0, 1u. Let’s use “bit-sequence” to mean

“sequence of bits”, i.e., an element of t0, 1uN. The theorem says: for

any sequence pz1, z2, . . .q of bit-sequences, there exists a bit-sequence a

that is not equal to any of the terms of the sequence.

We interpreted this as a game. You give me z, I give you a, you pick

j and we then check whether a ‰ zj. If a ‰ zj, then I win; otherwise,

you win.

We represented z as an infinite two-dimensional array of bits, where,

for all j, k P N, the bit zjpkq is in the pj, kq-entry of the array. The kth

row of the array is the bit-sequence zk P t0, 1u
N. You hope to make

z so robust that every bit-sequence appears as one of the rows. We

represent the bit-sequence a as a one-dimensional horizontal array of

bits. I try to choose an a that is not equal to any row of the array. The

theorem says that, with good play, I should win.

My strategy: I figure out pap1q, ap2q, ap3q, . . .q one term at a time.

First, I define ap1q :“ 1 ´ rz1p1qs, which guarantees that a ‰ z1. In

other words, I look at the bit z1p1q and define ap1q to be the other bit,

so that ap1q ‰ z1p1q. This guarantees that my a will not be equal to

the first row of z. You, therefore, will not win if you choose j “ 1.

Next, I define ap2q :“ 1 ´ rz2p2qs. This guarantees that my a will not

be equal to the second row of z. You, therefore, will not win if you

choose j “ 2. Next, I define ap3q :“ 1 ´ rz3p3qs. This guarantees that

my a will not be equal to the second row of z. You, therefore, will not

win if you choose j “ 3. Etc.

The strategy described in the last paragraph is sometimes called

Cantor diagonalization, because we look at the diagonal entries

z1p1q, z2p2q, z3p3q, z4p4q, . . .

in the array, and then use them to define the bit-sequence a.

We now give the formal proof of Theorem 8.3:

Proof. Let z : NÑ t0, 1uN be given. We wish to show that there exists

a P t0, 1uN such that for all j P N, a ‰ zj.

Define a P t0, 1uN by apjq “ 1 ´ rzjpjqs. We wish to show: for

all j P N, a ‰ zj. Let j P N be given. We wish to show a ‰ zj.
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By Remark 8.2, 1 ´ rzjpjqs ‰ zjpjq. So, since apjq “ 1 ´ rzjpjqs, we

conclude that apjq ‰ zjpjq. Then a ‰ zj, as desired. �

What a cool argument! Very useful, too:

COROLLARY 8.4. ENÑą 2N.

Proof. Assume DNÑą 2N. We aim for a contradiction.

By HW#17, Dt0, 1uN ãÑą 2N. Then, by symmetry, D2N ãÑą t0, 1uN.

Then D2N Ñą t0, 1uN.

Since DN Ñą 2N and D2N Ñą t0, 1uN, it follows, by transitivity,

that DN Ñą t0, 1uN. Choose z such that z : N Ñą t0, 1uN. Then z is

onto t0, 1uN. That is, we have: imrzs “ t0, 1uN.

By Theorem 8.3, choose a P t0, 1uN such that, for all j P N, a ‰ zj.

Then a P t0, 1uN “ imrzs, so choose j P N such that a “ zj. Then

a “ zj and a ‰ zj. Contradiction. �

We can now upgrade our proofs from N to an arbitrary set S, both

in Theorem 8.3 and in Corollary 8.4. We obtain:

THEOREM 8.5. Let S be a set. For all z : S Ñ t0, 1uS, there exists

a P t0, 1uS such that for all j P S, a ‰ zj.

Proof. Let z : S Ñ t0, 1uS be given. We wish to show that there exists

a P t0, 1uS such that for all j P S, a ‰ zj.

Define a P t0, 1uS by apjq “ 1 ´ rzjpjqs. We wish to show: for

all j P S, a ‰ zj. Let j P S be given. We wish to show a ‰ zj.

By Remark 8.2, 1 ´ rzjpjqs ‰ zjpjq. So, since apjq “ 1 ´ rzjpjqs, we

conclude that apjq ‰ zjpjq. Then a ‰ zj, as desired. �

COROLLARY 8.6. Let S be a set. Then ES Ñą 2S.

Proof. Assume DS Ñą 2S. We aim for a contradiction.

By HW#17, Dt0, 1uS ãÑą 2S. Then, by symmetry, D2S ãÑą t0, 1uS.

Then D2S Ñą t0, 1uS.

Since DS Ñą 2S and D2S Ñą t0, 1uS, it follows, by transitivity, that

DS Ñą t0, 1uS. Choose z such that z : S Ñą t0, 1uS. Then z is

onto t0, 1uS. That is, we have: imrzs “ t0, 1uS.

By Theorem 8.5, choose a P t0, 1uS such that, for all j P S, a ‰ zj.

Then a P t0, 1uS “ imrzs, so choose j P S such that a “ zj. Then

a “ zj and a ‰ zj. Contradiction. �
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There’s an interesting lesson here: The intuition beind the proof

of Theorem 8.3 involved thinking of z as a two-dimensional array of bits

and a as a one-dimensional array of bits. That intuition is built on

our understanding that the elements of N are naturally ordered as

1, 2, 3, . . .. For an arbitrary set S, we don’t have that kind of structure

to its elements, so the same kind of intuition for z and a in Theorem 8.5

is harder to imagine.

Once you see the intuition behind Theorem 8.3, you may be tempted

to think that there’s little value in writing down a formal proof. On the

other hand, once you write down such a proof, you might notice that

nothing about the structure of N is used in the proof, and that the same

proof will work for any set S, leading to the much better Theorem 8.5.

Formal proofs are valuable partly because they allow us to make

arguments so airtight that disagreements resolve themselves quickly,

making mathematics a very different subject than, say, political sci-

ence. It’s more than that, though. A formal proof allows us to go

beyond a shallow understanding of a theorem, and to undertand, at a

very deep level, what makes its proof “tick”. So, for example, if a proof

uses N over and over, but doesn’t really use anything specific about N,

then the observant mathematician will see a possibility to generalize.

By contrast, intuitive arguments often revolve around preconceived no-

tions, like the ordering of the elements of N.

Formality and intuition are yin and yang; neither is complete with-

out the other. Without intuition, I can’t imagine understanding most

formal proofs. Without formal proofs, mathematical progress would

halt. Partly this would be because disagreements would build. It’s

more than that, though. It would also halt because our understanding

of theorems would be much more shallow.

Let S be a set. According to HW#18, in the World of Sets, we should

put 2S either at the same level or above S. According to Corollary 8.6,

ES Ñ 2S and so ES ãÑą 2S. Consequently, we cannot put 2S at the

same level as S.

The logic of the last paragraph tells us: for any set S, we place 2S at

a strictly higher level than S. So, while the World of Sets has a bottom

set, namely H, it does NOT have a top set.
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For the special case of N, we see that EN ãÑą 2N, so 2N is NOT

countably infinite. On the other hand DN ãÑ 2N, so 2N is infinite. Since

2N is infinite but not countably inifinite, 2N is uncountable.

So we now have many new levels in the World of Sets:

‚ the level of 2pN,

‚ the level of 2p2pN,

‚ the level of 2p2p2pN,

‚ etc.

Each of these levels is strictly higher than the preceding level. The first

one consists of sets that are bijective with 2N, and these sets are said

to have continuum cardinality or cc. That is:

DEFINITION 8.7. Let X be a set. By X has continuum cardi-

nality or X has cc, we mean: DX ãÑą 2N.

Since 2N is uncountable, any set with cc is uncountable. We will

eventually show that R has continuum cardinality, so this will show

that R is uncountable.

It’s natural to wonder if, in the World of Sets, there’s any level

strictly between countable and cc. That is, does there exist a set X

with all four of the following properties?

(1) DN ãÑ X,

(2) EX ãÑ N,

(3) DX ãÑ 2N and

(4) E2N ãÑ X.

The Continuum Hypothesis, denoted CH asserts that no set X ex-

ists satisfying (1)-(4). i.e., that there’s no space between the countable

and cc levels. Most mathematicians work with a set of axioms called

ZFC and it is known

‚ both that [ ZFC does not imply that CH is true ]

‚ and that [ ZFC does not imply that CH is false ].

This is sometimes expressed by saying that “CH is independent of

ZFC”. So any mathematician is free

‚ either to add CH to ZFC, and work with a set of axioms that

is denoted ZFC`CH,

‚ or to add (not CH) to ZFC, and work with a set of axioms that

is denoted ZFC`(not CH).
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Most of us choose to do neither, and simply to stick with ZFC. With

this choice, it is unknowable whether CH is true or not.

For any infinite set S, it’s natural to wonder if, in the World of Sets,

there’s any level strictly between S and 2S. That is, for any set S, does

there exist a set X with all four of the following properties?

(A) DS ãÑ X,

(B) EX ãÑ S,

(C) DX ãÑ 2S and

(D) E2S ãÑ X.

The Generalized Continuum Hypothesis, denoted GCH asserts,

for all infinite sets S, that no set X exists satisfying (A)-(D). As with

CH, GCH is independent of ZFC. As with CH, most mathematicians

neither accept nor reject GCH, and consider it unknowable.

Our next goal is to show that R has cc, but, to get there, we need

to understand R better, focusing on max, min, inf and sup.

DEFINITION 8.8. Let S Ď R˚ and x P R˚. Then:

By x ď S or S ě x, we mean: @y P S, x ď y.

By x ě S or S ď x, we mean: @y P S, x ě y.

We read, “x ď S” or “S ě x” as “x is a lower bound for S.

We read, “x ě S” or “S ď x” as “x is an upper bound for S.

DEFINITION 8.9. Let S Ď R˚. Then

LBpSq :“ tx P R˚ |x ď Su and

UBpSq :“ tx P R˚ |x ě Su.

DEFINITION 8.10. Let S Ď R˚. Then

minS :“ ELTpS X rLBpSqsq and

maxS :“ ELTpS X rUBpSqsq and

inf S :“ maxpLBpSqq and

supS :“ minpUBpSqq.

We read “sup” as a homonym for “soup”. Sometimes you’ll see “glb”

to mean “inf”, read “greatest lower bound. Sometimes you’ll see “lub”

to mean “sup”, read “least upper bound.

Some examples:
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S LB UB min max inf sup

t5u r´8, 5s r5,8s 5 5 5 5

r0, 1s r8, 0s r1,8s 0 1 0 1

p0, 1q r8, 0s r1,8s / / 0 1

t0, 1u r8, 0s r1,8s 0 1 0 1

tr0, 1su / / / / / /
tp0, 1qu / / / / / /
tt0, 1uu / / / / / /
R˚ t´8u t8u ´8 8 ´8 8

R t´8u t8u / / ´8 8

H R˚ R˚ / / 8 ´8

/ / / / / / /

LEMMA 8.11. Let S Ď R˚ and let y P R˚. Then:

(1) ry “ minSs ô rpy ď Sq&py P Sqs,

(2) ry “ inf Ss ô rpy ď Sq&p@x P R˚, rpx ď Sq ñ px ď yqsqs,

(3) ry “ maxSs ô rpS ď yq&py P Sqs

&(4) ry “ supSs ô rpS ď yq&p@z P R˚, rpS ď zq ñ py ď zqsqs.

Proof. Unassigned homework. �

DEFINITION 8.12. For all a, b, by a “˚ b or b ˚“ a, we mean:

r b ‰ / s ñ r a “ b s.

We read “a “˚ b” or “b ˚“ a” as: “a is contingent equal to b, with

the contingency on b”. The meaning is that a is equal to b, PROVIDED

b exists. If b does NOT exist, then a may or may not exist.

FACT 8.13. Let S Ď R˚. Then

minS ˚
“ inf S ‰ / ‰ supS “

˚ maxS.

Proof. Omitted. �

Concerning Fact 8.13: The proof that minS ˚“ inf S is not hard.

The proof that supS “˚ maxS is not hard. The proof that inf S ‰

/ ‰ supS is difficult, and belongs in a course on the foundations of R,

and not in our course.

That is, for any set of extended real numbers,

the inf and sup will exist and, moreover,

if the min exists, then it will equal the inf and, moreover,
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if the max exists, then it will equal the sup.

FACT 8.14. For any nonempty S Ď N, we have: minS ‰ /.

Proof. Omitted. �

The proof of Fact 8.14 belongs in a course on the foundations of N,

and not in our course. Sometimes Fact 8.14 is expressed by saying:

“N is well-ordered”, or “N is well-ordered from below”.

Note that, there exist sets S such that maxS “ /, e.g., S “ N. So

N is NOT well-ordered from above.

9. Class 9 on 3 October 2017, Tu of Week 5

We recalled Definition 8.9, Definition 8.10, Fact 8.13, Theorem 7.3,

Fact 8.14 and Definition 7.4.

FACT 9.1. For all k P N, we have

r k ‰ 1 s ñ r k ´ 1 P N s.

Proof. Omitted. �

Next, we have the Principle of Mathematical Induction:

THEOREM 9.2. Let P‚ be a sequence of propositions. Assume P1.

Assume: @j P N, pPj ñ Pj`1 q. Then: @j P N, Pj.

Proof. Assume Dj P N such that notPj. We aim for a contradiction.

Let S :“ tj P N | notPju. Then S ‰ H. Since P1, we see that 1 R S.

By construction, we have S Ď N.

Let k :“ minS. By Fact 8.14, k ‰ /. Then k P S X rLBpSqs. Then

k P S. Also, k P LBpSq, so k ď S. Since k P S, we get: notPk.

Since k P S, but 1 R S, we conclude that k ‰ 1. Also, k P S Ď N.

Then, by Fact 9.1, we see that k´ 1 P N. Then, by assumption, we get

Pk´1 ñ Pj. Since k ą k´1, we have k ď k´1. So, since k ď S, we get

k´ 1 R S. So, as k´ 1 P N, by the definition of S, we get: Pk´1. So, as

Pk´1 ñ Pk, we get: Pk. So, since notPk, we have a contradiction. �

Let’s apply the Principle of Mathematical Induction to prove:

THEOREM 9.3. For all j P N, we have 1` ¨ ¨ ¨ ` j “ jpj ` 1q{2.

Proof. Define a sequence P‚ of propositions by

Pj :“

„

1` ¨ ¨ ¨ ` j “
jpj ` 1q

2



.
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We wish to show: @j P N, Pj.
We have

1 “
1 ¨ p1` 1q

2
,

so P1. By the Principle of Mathematical Induction, it now suffices

to show: @j P N, pPj ñ Pj`1q. Let j P N be given. We wish to show:

Pj ñ Pj`1. Assume Pj. We wish to show: Pj`1.

We know Pj, i.e., we know that

1` ¨ ¨ ¨ ` j “
jpj ` 1q

2
.

We wish to prove Pj`1, i.e., we wish to prove that

1` ¨ ¨ ¨ ` pj ` 1q “
pj ` 1qpj ` 2q

2
.

We have

1` ¨ ¨ ¨ ` pj ` 1q “ r1` ¨ ¨ ¨ ` js ` rj ` 1s

“

„

jpj ` 1q

2



`

„

2pj ` 1q

2



“
pj ` 2qpj ` 1q

2
“
pj ` 1qpj ` 2q

2
.

as desired. �

Assigned HW#21, HW#22, HW#23, HW#24, HW#25.

We now turn our attention back to showing that R has continuum

cardinality. To do this we need to develop a theory of infinite summa-

tion.

DEFINITION 9.4. For all Z Ď r0,8s, for all j P N, we define

SUMSjpZq :“ t a1 ` ¨ ¨ ¨ ` aj | a : t1, . . . , ju ãÑ Z u.

For example, if Z “ t4, 7, 8u, then

SUMS1pZq “ t4, 7, 8u,

SUMS2pZq “ t11, 12, 15u,

SUMS3pZq “ t19u,

SUMS4pZq “ H,

and, in fact, for all integers j ě 4, we have SUMSjpZq “ H.
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DEFINITION 9.5. For all Z Ď r0,8s, we define

SUMSpZq :“ rSUMS1pZqs Y rSUMS2pZqs Y ¨ ¨ ¨ ,

and we define sumZ :“ suppSUMSpZqq.

So, for all Z Ď r0,8s, we have:

p SUMSpZq “
ď

tSUMSjpZq | j P Nu q

and ( sum pZq is the least upper bound of SUMSpZq ).

If Z “ t4, 7, 8u, then we have

SUMSpZq “ t4, 7, 8, 11, 12, 15, 19u

and sumZ “ 19.

For another example, suppose Z “

"

1,
1

2
,
1

4
,
1

8
,

1

16
,

1

32
, . . .

*

. In this

paragraph, we’ll compute sumZ. We explained why, for all j P N,

SUMSjpZq ď 1`
1

2
`

1

4
` ¨ ¨ ¨ `

1

2j´1
“ 2´

1

2j´1
ă 2.

Since p @j P N, SUMSjpZq ď 2 q, it follows that SUMSpZq ď 2. Then

suppSUMSpZqq ď 2. For all j P N,

2´
1

2j´1
“ 1`

1

2
`

1

4
` ¨ ¨ ¨ `

1

2j´1
P SUMSjpZq Ď SUMSpZq.

Then 2´ 1, 2´
1

2
, 2´

1

4
, 2´

1

8
, . . . P SUMSpZq. Then

"

2´ 1, 2´
1

2
, 2´

1

4
, 2´

1

8
, . . .

*

Ď SUMSpZq,

so

sup

"

2´ 1, 2´
1

2
, 2´

1

4
, 2´

1

8
, . . .

*

ď suppSUMSpZqq.

We explained why

sup

"

2´ 1, 2´
1

2
, 2´

1

4
, 2´

1

8
, . . .

*

“ 2.

Then 2 ď suppSUMSpZqq. So, since suppSUMSpZqq ď 2, we get

suppSUMSpZqq “ 2. Then sumZ “ suppSUMSpZqq “ 2.

The following fact, tells us that for any uncountable Z Ď r0,8s,

it’s easy to calculate sumZ. So all the interesting infinite summation

problems involve countable subsets of r0,8s.

FACT 9.6. For all uncountable Z Ď r0,8s, we have sumZ “ 8.
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Proof. Since Z Ď r0,8s, it follows that Z X r0,8s “ Z. Since

r0,8s “ t0u Y p0,8s,

it follows that Z X r0,8s “ pZ X t0uq Y pZ X p0,8sq. Then

Z “ Z X r0,8s “ pZ X t0uq Y pZ X p0,8sq.

The set t0u is finite, hence countable. So, since Z X t0u Ď t0u, we

see that Z X t0u is countable. By Theorem 7.10, a countable union

of countable sets is countable. So, since ( Z is uncountable ) and since

( Z X t0u is countable ) and since pZ “ pZ X t0uq Y pZ X p0,8sq q, we

conclude that Z X p0,8s is uncountable.

For all k P N, let Ik :“ r1{k,8s. Then

p0,8s “ I1 Y I2 Y I3 Y ¨ ¨ ¨ ,

so

Z X p0,8s “ pZ X I1q Y pZ X I2q Y pZ X I3q Y ¨ ¨ ¨ .

Then, by Theorem 7.10, choose k P N such that Z X Ik is uncountable.

Since sumZ P R˚ ď 8, it suffices to show that sumZ ě 8. So,

since supt 1{k, 2{k, 3{k, . . . u “ 8, it suffices to show that sumZ is

an upper bound for the set t 1{k, 2{k, 3{k, . . . u. That is, it suffices

to prove, for all j P N, that sumZ ě j{k.

Let j P N be given. We wish to show: sumZ ě j{k.

The set Z X Ik is uncountable, hence infinite, and it follows that

SUMSjpZ X Ikq ‰ H. Choose x P SUMSjpZ X Ikq. Because

Z X Ik Ď Ik ě 1{k,

it follows that SUMSjpZ X Ikq ě j{k. Then x ě j{k. We have

x P SUMSjpZ X Ikq Ď SUMSjpZq Ď SUMSpZq.

Then txu Ď SUMSpZq, so suptxu ď suppSUMSpZqq. Then

sumZ “ suppSUMSpZqq ě suptxu “ x ě j{k,

as desired. �

So far every set that we have tried to sum has been a subset of r0,8s.

When we try to sum sets with negative numbers, difficulties arise. For

example, mathematicians have studied the partial sums of the series

1 ´
1

2
`

1

3
´

1

4
`

1

5
´

1

6
`

1

7
` ¨ ¨ ¨ ,



74 SCOT ADAMS

and found that its partial sums tend toward ln 2. It might be tempting,

therefore to declare that the sum of the set
"

1, ´
1

2
,

1

3
, ´

1

4
,

1

5
, ´

1

6
,

1

7
, . . .

*

is equal to ln 2. The problem is that sets are unordered, and we need

to set up our definitions in such a way that the sum of a set doesn’t

depend on the order in which its terms are presented. This turns out

to be a real problem, which we explain in the next two paragraphs:

For all j P N, let

sj :“ 1`
1

2
`

1

3
`

1

4
` ¨ ¨ ¨ `

1

2j ´ 1
.

For all j P N, we have

1 ą
1

2
,

1

2
`

1

3
ą

1

4
`

1

4
“

1

2
,

1

4
`

1

5
`

1

6
`

1

7
ą

1

8
`

1

8
`

1

8
`

1

8
“

1

2
,

...
1

2j´1
` ¨ ¨ ¨ `

1

2j ´ 1
ą

1

2j
` ¨ ¨ ¨ `

1

2j
“

1

2
.

Adding these inequalities, we find, for all j P N, that sj ą j{2.

Let Z :“ t1, 1{2, 1{3, 1{4, . . .u. Then: @j P N, sumZ ě sj ą j{2.

Then sumZ “ 8. Let X :“ Z{2 “ t1{2, 1{4, 1{6, 1{8, . . .u. It is not

hard to show that sumX “ psumZq{2 “ 8{2 “ 8. We have 1 ą 1{2,

1{3 ą 1{4, 1{5 ą 1{6, . . . . Let Y :“ t1, 1{3, 1{5, 1{7, . . .u. Then

sumY ě sumX. So, as sumX “ 8, we get sumY “ 8. From these

observations, we showed how we can find a reordering of

1, ´
1

2
,

1

3
, ´

1

4
,

1

5
, ´

1

6
,

1

7
, . . .

whose partial sums tend toward 8. We also showed how to find a dif-

ferent reordering whose partial sums tend toward ´8. Consequently,

trying to define the sum of the set
"

1, ´
1

2
,

1

3
, ´

1

4
,

1

5
, ´

1

6
,

1

7
, . . .

*

is fraught, because sets are unordered, so any reordering is as good as

any other. The following is the best we can do.
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DEFINITION 9.7. For all x P R˚, we define

x` :“ maxtx, 0u,

x´ :“ maxt´x, 0u and

|x| :“ maxtx,´xu.

For example,

5` :“ maxt5, 0u “ 5,

5´ :“ maxt´5, 0u “ 0 and

|5| :“ maxt5,´5u “ 5.

Also,

p´3q` :“ maxt´3, 0u “ 0,

p´3q´ :“ maxt´p´3q, 0u “ 3 and

| ´ 3| :“ maxt´3,´p´3qu “ 3.

Unassigned HW: Show, for all x P R˚, that

x “ x` ´ x´ and

|x| “ x` ` x´.

DEFINITION 9.8. For all Z Ď R˚, we define

Z` :“ tx` |x P Zu,

Z´ :“ tx´ |x P Zu and

|Z| :“ t|x| s.t. x P Zu.

For example if

Z “

"

1, ´
1

2
,

1

3
, ´

1

4
,

1

5
, ´

1

6
,

1

7
, . . .

*

,

then

Z` “

"

1, 0,
1

3
, 0,

1

5
, 0,

1

7
, . . .

*

,

Z´ “

"

0,
1

2
, 0,

1

4
, 0,

1

6
, 0, . . .

*

and

|Z| “

"

1,
1

2
,

1

3
,

1

4
,

1

5
,

1

6
,

1

7
, . . .

*

.

DEFINITION 9.9. @Z P R˚, let addZ :“ rsum pZ`qs ´ rsum pZ´qs.
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For example, if

Z “

"

1, ´
1

2
,

1

3
, ´

1

4
,

1

5
, ´

1

6
,

1

7
, . . .

*

,

then

sum pZ`q “ 8 and

sum pZ´q “ 8,

so addZ “ 8´8 “ /.

On the other hand, if

Z “

"

1, ´
1

2
,

1

4
, ´

1

8
,

1

16
, ´

1

32
,

1

64
, . . .

*

,

then

Z` “

"

1, 0,
1

4
, 0,

1

16
, 0,

1

64
, . . .

*

and

Z´ “

"

0,
1

2
, 0,

1

8
, 0,

1

32
, 0, . . .

*

,

so we get sum pZ`q “
4

4´ 1
“

4

3
and sum pZ´q “

2

4´ 1
“

2

3
, and it

follows that addZ “
4

3
´

2

3
“

2

3
.

Unassigned HW: Show, for all Z Ď R˚, that

sumZ “

#

addZ, if Z Ď r0,8s

/, if Z Ę r0,8s.

Consequently, we see, for all Z Ď R˚, that addZ “˚ sumZ.

Note: SUMSpHq “ H, so sumH “ supH “ ´8. Also,

addH “ rsum pH`
qs ´ rsum pH´

qs

“ rsumHs ´ rsumHs

“ p´8q ´ p´8q “ /.

A basic limitation to studying add is that it doesn’t allow for re-

peated terms. For example, one wants to say 7 ` 7 ` 7 ` ¨ ¨ ¨ “ 8,

but t7, 7, 7, . . .u “ t7u, so add t7, 7, 7, . . .u “ add t7u “ 7. To get at

infinite sums with repeated terms, it helps to think, not just about

how to sum a subset of R˚, but, also, about how to add the outputs
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of a function z whose image is contained in R˚. For any such z, we

will next time define add z. The definition is set up in such a way

that, for any set S, if z : S Ñ R˚ denotes the constant function de-

fined by zj “ 7, then addZ “ 7 ¨ p#Sq. Also, the definition is set up

in such a way that, for any INJECTIVE function z, if imrzs Ď R˚, then

add z “ add pimrzsq. In particular, for any Z Ď R˚, we’ll conclude that

add pidZq “ add pimridZsq “ addZ. More on all this next time.

10. Class 10 on 5 October 2017, Th of Week 5

We recalled the definitions of SUMSjpZq, SUMSpZq, sumZ and

addZ. See Definition 9.4, and Definition 9.5 and Definition 9.9.

REMARK 10.1. For all nonempty Z Ď R˚, addZ “˚ sumZ.

Proof. Let a nonempty Z Ď R˚ be given. We wish to prove that

addZ “˚ sumZ. That is, we wish to show:

r sumZ ‰ / s ñ r addZ “ sumZ s.

Assume: sumZ ‰ /. We wish to show: addZ “ sumZ.

Since sumZ ‰ /, it follows that Z Ď r0,8s. Then Z` “ Z. Then

sum pZ`q “ sumZ. Also, since H ‰ Z Ď r0,8s, we get Z´ “ t0u.

Then sum pZ´q “ 0. Then

addZ “ rsum pZ`qs ´ rsum pZ´qs “ rsumZs ´ 0 “ sumZ,

as desired. �

DEFINITION 10.2. For any set S, for all z : S Ñ r0,8s, for all

j P N, we define

SUMSjpzq :“ t zpx1q ` ¨ ¨ ¨ ` zpxjq | x : t1, . . . , ju ãÑ S u.

DEFINITION 10.3. For any set S, for all z : S Ñ r0,8s, we define

SUMSpzq :“ rSUMS1pzqs Y rSUMS2pzqs Y ¨ ¨ ¨ ,

and we define sum z :“ suppSUMSpzqq.

Remember that, for all z : N Ñ r0,8s, we sometimes denote z by

the “infty-tuple” pz1, z2, z3, . . .q.

In class, we calculated sum p7, 7, 7, 7, . . .q “ 8.

Also, sum

ˆ

1, 1,
1

2
,
1

2
,
1

4
,
1

4
,
1

8
,
1

8
,

1

16
,

1

16
, . . .

˙

“ 4.
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Also, sum

ˆ

1, 0,
1

2
, 0,

1

4
, 0,

1

8
, 0,

1

16
, 0, . . .

˙

“ 2.

Also, sum

ˆ

0, 1, 0,
1

2
, 0,

1

4
, 0,

1

8
, 0,

1

16
, . . .

˙

“ 2.

Also, sum

ˆ

1,
1

2
,
1

3
,
1

4
,
1

5
,
1

6
,
1

7
,
1

8
, . . .

˙

“ 8.

Also, sum

ˆ

1, 0,
1

3
, 0,

1

5
, 0,

1

7
, 0, . . .

˙

“ 8.

Also, sum

ˆ

0,
1

2
, 0,

1

4
, 0,

1

6
, 0,

1

8
, . . .

˙

“ 8.

DEFINITION 10.4. For any set S, for all z : S Ñ R˚, we define

z`, z´, |z| : S Ñ r0,8s by

pz`qpxq “ pzpxqq`,

pz´qpxq “ pzpxqq´

p|z|qpxq “ |zpxq|.

DEFINITION 10.5. For any set S, for all z : S Ñ R˚, we define

add z :“ rsum pz`qs ´ rsum pz´qs.

In class, we calculated

add

ˆ

1,´1,
1

2
,´

1

2
,
1

4
,´

1

4
,
1

8
,´

1

8
,

1

16
,´

1

16
, . . .

˙

“ 2´ 2 “ 0.

Also, sum

ˆ

1,´1,
1

2
,´

1

2
,
1

3
,´

1

3
,
1

4
,´

1

4
,
1

5
,´

1

5
, . . .

˙

“ 8´8 “ /.

Our goal is still to show that R has continuum cardinality (cc).

DEFINITION 10.6. For any set I, I is a nondegenerate ex-

tended interval means: Da, b P R˚ such that a ă b and such that

I P t pa, bq, ra, bq, pa, bs, ra, bs u.

DEFINITION 10.7. For any set I, I is a degenerate extended

interval means: Da P R˚ such that I “ ra, as.

DEFINITION 10.8. For any set I, I is an extended interval

means: either ( I is a nondegenerate extended interval ) or ( I is a

degenerate extended interval ).

Note that any nondenerate extended interval is an infinite set. By

contrast, any degenerate extended interval is a singleton set.



NOTES 1 79

LEMMA 10.9. For any extended interval I, for any s, t P I, we have

p s ă t q ñ p rs, ts Ď I q.

Proof. Omitted. �

We turned Lemma 10.9 into a game: You choose I. Then you choose

s, t P I satisfying s ă t. We check whether rs, ts Ď I. If so, I win.

Otherwise, you win.

For example, if you choose I “ r3, 8q and then choose s “ 3 and

t “ 7, then, because r3, 7s Ď r3, 8q, I win.

I will happily play that game, and I will win every time, and with

zero effort; I never have to make any choices!

DEFINITION 10.10. For any set I, I is a nondegenerate interval

means: ( I is a nondegenerate extended interval ) and ( I Ď R ).

DEFINITION 10.11. For any set I, I is a degenerate interval

means: ( I is a degenerate extended interval ) and ( I Ď R ).

DEFINITION 10.12. For any set I, I is an interval means: ( I is

an extended interval ) and ( I Ď R ).

DEFINITION 10.13. For all d P t0, 1, 2, . . . , 9uN, we define

p0.d1d2d3 ¨ ¨ ¨ qten :“ add

"

d1
10
,
d2

100
,
d3

1000
,

d4
10000

, . . .

*

.

Note that p0.99999 ¨ ¨ ¨ qten “ 1.

Note that p0.099999 ¨ ¨ ¨ qten “ p0.100000 ¨ ¨ ¨ qten “ 1{10.

Note that p0.275399999 ¨ ¨ ¨ qten “ p0.275400000 ¨ ¨ ¨ qten “ 276{1000.

DEFINITION 10.14. For all b P t0, 1uN, we define

p0.b1b2b3 ¨ ¨ ¨ qtwo :“ add

"

b1
2
,
b2
4
,
b3
8
,
b4
16
, . . .

*

.

Note that p0.11111 ¨ ¨ ¨ qtwo “ 1.

Note that p0.011111 ¨ ¨ ¨ qtwo “ p0.100000 ¨ ¨ ¨ qtwo “ 1{2.

Note that

p0.10110011111 ¨ ¨ ¨ qtwo “ p0.10110100000 ¨ ¨ ¨ qtwo

“
25 ` 23 ` 22 ` 1

26
.



80 SCOT ADAMS

DEFINITION 10.15. For all t P t0, 1uN, we define

p0.t1t2t3 ¨ ¨ ¨ qthree :“ add

"

t1
3
,
t2
9
,
t3
27
,
t4
81
, . . .

*

.

Note that p0.22222 ¨ ¨ ¨ qthree “ 1.

Note that p0.022222 ¨ ¨ ¨ qthree “ p0.100000 ¨ ¨ ¨ qthree “ 1{2.

Note that

p0.20012012122222 ¨ ¨ ¨ qthree “ p0.20012012200000 ¨ ¨ ¨ qthree

“
2 ¨ 38 ` 1 ¨ 35 ` 2 ¨ 34 ` 1 ¨ 32 ` 2 ¨ 3` 2

39
.

Define f : t0, . . . , 9uN Ñ R˚ by fpd‚q “ p0.d1d2d3 . . .qten. We ex-

plained why imrf s “ r0, 1s. Unfortunately, f is NOT one-to-one, be-

cause, for example

p0.099999 ¨ ¨ ¨ qten “ p0.100000 ¨ ¨ ¨ qten.

We sought out restrictions of f that ARE one-to-one. We have to take

some care: For example, f |pt0, 2, 5, 6, 9uNq is NOT one-to-one, because

p0.599999 ¨ ¨ ¨ qten “ p0.600000 ¨ ¨ ¨ qten.

However, we did find several restrictions of f that ARE one-to-one:

f |t0, . . . , 8uN is one-to-one.

f |t1, . . . , 9uN is one-to-one.

f |t0, 2, 5, 7, 9uN is one-to-one.

f |t0, 3, 6, 9uN is one-to-one.

We can exclude 0. We can exclude 9. If we include both 0 and 9, then

we have to make sure that no two of the allowed digits differ by 1; the

problem with t0, 2, 5, 6, 9u was that 5 and 6 differ by 1. For any of the

four restrictions described above, the image of the restriction is hard

to calculate.

Now define g : t0, 1uN Ñ R˚ by gpb‚q “ p0.b1b2b3 . . .qtwo. We ex-

plained why imrgs “ r0, 1s. Unfortunately, g is not one-to-one, because,

for example

p0.011111 ¨ ¨ ¨ qtwo “ p0.100000 ¨ ¨ ¨ qtwo.

We don’t want to restrict g to t0uN or to t1uN, because these two sets

each only have one element:

t0uN “ tp0, 0, 0, 0, 0, 0, 0, 0, 0, 0, . . .qu

t1uN “ tp1, 1, 1, 1, 1, 1, 1, 1, 1, 1, . . .qu.
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Now define h : t0, 1, 2uN Ñ R˚ by hpt‚q “ p0.t1t2t3 . . .qthree. Unfortu-

nately, h is not one-to-one, because, for example

p0.022222 ¨ ¨ ¨ qtwo “ p0.100000 ¨ ¨ ¨ qtwo.

Here are three restrictions of h that ARE one-to-one:

h|pt0, 1uNq is one-to-one.

h|pt0, 2uNq is one-to-one.

h|pt1, 2uNq is one-to-one.

The middle restriction, h|pt0, 2uNq, is one-to-one because, even though

we have included both 0 and 2, the two trits 0 and 2 don’t differ by 1.

The images of the first and third restrictions are hard to calculate. The

middle restriction is the most famous because its image is, perhaps, a

bit easier to describe. By definition, the Cantor set is Cantor :“

imrh|pt0, 2uNqs. For any k P N, the kth Cantor set approximation

is

Cantork :“ t p0.t1t2t3 . . .qthree | t‚ P t0, 1, 2u
N

t1 ‰ 1, t2 ‰ 1, . . . , tk ‰ 1 u.

We gave the geometric description of how to transition from each ap-

proximation to the next by “excluding middle thirds”. The approxima-

tions form a decreasing sequence of sets, and the Cantor set is the inter-

section of its approximations. From this, we can see that the Cantor set

is “small” in the sense that it does not contain any nondegenerate inter-

val. On the other hand, if η :“ h|pt0, 2uNq, then η : t0, 2uN ãÑą Cantor.

By HW#17, D2N ãÑą t0, 1uN. Also, Dt0, 1uN ãÑą t0, 2uN. Also, us-

ing η, we see that Dt0, 2uN ãÑą Cantor. Then, by transitivity, we see

that D2N ãÑ Cantor. We conclude the Cantor set is “big” in the sense

that it has continuum cardinality (cc).

Since the Cantor set a subset of R, we get DCantor ãÑ R, so, in the

World of Sets, we must place R at or above the cc level. The same logic

shows that R˚ must be placed at or above the cc level. In particular,

we now know that R and R˚ are both uncountable.

LEMMA 10.16. Dr1,8s ãÑą r1, 2s.

Proof. By HW#19, Dr1,8s ãÑą r0, 1s. So, since x ÞÑ x` 1 : r0, 2s ãÑą

r1, 2s, by composition, we see that Dr1,8s ãÑą r1, 2s, as desired. �

LEMMA 10.17. Dr´8,´1s ãÑą r´2,´1s.
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Proof. We have x ÞÑ ´x : r´8,´1s ãÑą r1,8s Also, by Lemma 10.16,

we get Dr1,8s Ñ r1, 2s. Aso, x ÞÑ ´x : r1, 2s ãÑą r´2,´1s. Therefore,

by composition, we see that Dr´8,´1s ãÑą r´2,´1s, as desired. �

LEMMA 10.18. DR˚ ãÑą r´2, 2s.

Proof. By Lemma 10.17, choose α : r´8,´1s ãÑą r´2,´1s.

Let β :“ idp´1,1q : p´1, 1q Ñ p´1, 1q. Then β : p´1, 1q ãÑą p´1, 1q.

By Lemma 10.16, choose γ : r1,8s ãÑą r1, 2s.

Define ω : R˚ Ñ r´2, 2s by

ωpxq “

$

’

’

&

’

’

%

αpxq, if x P r´8,´1s

βpxq, if x P p´1, 1q

γpxq, if x P r1,8s.

Then ω : R˚ ãÑą r´2, 2s, so DR˚ ãÑą r´2, 2s, as desired. �

THEOREM 10.19. @nondegenerate extended interval I, DR˚ ãÑ I.

Proof. Given a nondegenerate extended interval I, want: DR˚ ãÑ I.

Since I is a nondegenerate extended interval, it follows that I is

an infinite set. Let F :“ t8,´8u. Then R˚zF “ R. Because I is

infinite and F is finite, it follows that IzF is infinite. In particular,

we have #pIzF q ě 2. Choose s, t P IzF such that s ă t. Then

s, t P IzF Ď R˚zF “ R. Also, s, t P IzF Ď I, so, by Lemma 10.9, we

see that rs, ts Ď I.

Let u :“ pt´ sq{2. Then s` 2u “ s` pt´ sq “ t. We have

x ÞÑ x{2 : r´2, 2s ãÑą r´1, 1s and

x ÞÑ xu : r´1, 1s ãÑą r´u, us and

x ÞÑ x` s` u : r´u, us ãÑą rs, s` 2us.

Composing, Dr´2, 2s ãÑą rs, s ` 2us. We have rs, s ` 2us “ rs, ts Ď I,

so x ÞÑ x : rs, s` 2us ãÑ I. Then

Dr´2, 2s ãÑ rs, s` 2us and

Drs, s` 2us ãÑ I

Composing, we get Dr´2, 2s ãÑ I.

By Lemma 10.18, DR˚ ãÑą r´2, 2s. So, since Dr´2, 2s ãÑ I, by

composing, we get DR˚ ãÑ I, as desired. �
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Recall that, in the World of Sets, R and R˚ must be placed at or

above the Cantor set, and the Cantor set has continuum cardinality

(cc). By HW#17, Dt0, 1uN ãÑ 2N, so t0, 1u has cc. Recall also that

b‚ ÞÑ pb1b2b3 . . .qtwo : t0, 1uN Ñą r0, 1s.

Thus r0, 1s must be placed at or below t0, 1uN. Because r0, 1s is a

nondegenerate interval, by Theorem 10.19, we see that DR˚ ãÑ r0, 1s.

Thus R˚ must be placed at or below the level of r0, 1s. Organizing our

thoughts carefully, we can now show that R and R˚ have cc. In fact,

we’ll show that ANY nondegenerate extended interval has cc:

THEOREM 10.20. Let I be a nondenerate extended interval. Then

I has cc.

Proof. By Schroeder-Bernstein ((2) of Theorem 6.12), we wish to show

D2N ãÑ I and DI ãÑ 2N.

By HW#17, D2N ãÑą t0, 1uN. Also, Dt0, 1uN ãÑą t0, 2uN. Let C

be the Cantor set. Then t‚ ÞÑ p0.t1t2t3 . . .qthree : t0, 2uN ãÑą C. Since

C Ď R˚, we have DC ãÑ R˚. By Theorem 10.19, DR˚ ãÑ I. Composing,

D2N ãÑ I. It remains to show that DI ãÑ 2N.

Recall that b‚ ÞÑ pb1b2b3 . . .qtwo : t0, 1uN Ñą r0, 1s. It then follows,

from (3) of Theorem 6.12, that Dr0, 1s ãÑ t0, 1uN.

As I Ď R˚, we get DI ãÑ R˚. Since r0, 1s is a nondegenerate interval,

by Theorem 10.19, we get: DR˚ ãÑ r0, 1s. Recall: Dr0, 1s ãÑ t0, 1uN.

By HW#17, Dt0, 1uN ãÑą 2N. Composing, DI ãÑ 2N, as desired. �
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11. Class 11 on 10 October 2017, Tu of Week 6

Discussed Midterm 1, next class. Class will have three parts:

(1) 45 mins (approx) review,

(2) 10 min (approx) break, and

(3) 60 minute (exact) exam.

Discussed what Midterm 1 covers.

DEFINITION 11.1. For any set S of sets, we define

xSyY :“

"

ď

A
ˇ

ˇ

ˇ

ˇ

A Ď Q
*

.

For any set S of sets, the set xSyY is called the union-closure of S.

We calculated

x t t1, 2u , t3u , t4, 5, 6u u yY “

t H ,

t1, 2u , t3u , t4, 5, 6u ,

t1, 2, 3u , t1, 2, 4, 5, 6u , t3, 4, 5, 6u ,

t1, 2, 3, 4, 5, 6u u.

Note that since tt1, 2u, t3u, t4, 5, 6uu has three elements, it follows that

tt1, 2u, t3u, t4, 5, 6uu has 23 subsets, and each of those eight sets is a

set of sets, and, for each of these eight sets of sets, we calculated the

union. The answer above is the set of those eight calculated unions.

We also discussed the union-closure of: the set of bounded open

intervals in R. We found that p1, 2q Y p3, 5q is in that union-closure,

but that t1u and r1, 5q are not. The sets that are in that union closure

are typically called “open subsets of R”. Real analysis in one variable

focuses on using calculus to study partial functions R 99K R. If the

domain D of f : R 99K R is an open subset of R, then, for all p P D,

there’s room to move to the left or right of p, without leaving D;

consequently, concepts like

the limit at p of f or

the tangent line at pp, fppqq of f

are relatively easy to define. By contrast, if the domain of f were,

say, t1u, then trying to study f via calculus would be hopeless. Even

for a function f whose domain is r1, 5q, the tangent line to f at the

point p1, fp1qq would be a little sketchy, though we might get at it via
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one-sided limits. Anyway, the upshot is that: Using calculus to study

a function f : R 99K R is made easier if domrf s is a set that is in the

union-closure of the set of bounded open intervals in R.

We also discussed the union-closure of: the set of open disks in R2.

The sets that are in that union closure are typically called “open subsets

of R2”. Real analysis in two variable focuses on using calculus to study

partial functions R2 99K R. If the domain D of f : R2 99K R is an open

subset of R2, then, for all p P D, there’s room to move in all directions

off of p, without leaving D; consequently, concepts like

the limit at p of f or

the tangent line at pp, fppqq of f

are relatively easy to define. The upshot is that: Using calculus to

study a function f : R2 99K R is made easier if domrf s is a set that is

in the union-closure of the set of open disks in R2.

We have three basic properties of union-closure:

REMARK 11.2. The following are all true:

(1) @set S of sets, xSyY Ě S.

(2) @set S of sets, xxSyYyY “ xSyY.

(3) @sets S, T of sets, [ pS Ď T q ñ p xSyY Ď xT yY q ].

In Remark 11.2,

(1) is called the superset property of x‚yY,

(2) is called the idempotence property of x‚yY and

(3) is called the monotonic property of x‚yY.

Assigned HW#26 and HW#27.

The next lemma will be called the Exact Covering Lemma.

LEMMA 11.3. For any set S of sets, for any set X, we have

pX P xSyY q ô p @p P X, DA P S s.t. p P A Ď X q.

Proof. ñ is HW#26, and ð is HW#27. �

The clause “X P xSyY” means that X is a union of some of the sets

from S, and might be colloquially rendered by saying, “X can be ex-

actly covered by well-chosen sets from S”. Here, “exactly” means that

every point of X is covered, but, ALSO, that NO point outside of X

is covered. The clause “p P A Ď X” might be colloquially rendered
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by saying “A covers p without going outside X”. With these colloqui-

alisms, the Exact Covering Lemma asserts: for any collection S of sets,

a set X can be exactly covered by sets from S iff each point of X can

be covered without going outside X.

Single-variable real analysis focuses on functions defined on a subset

of R, typically an open subset. Two-variable real analysis focuses on

functions defined on a subset of R2, typically an open subset. Under-

standing R and R2 becomes crucial and some of the basic properties of

R and R2 are algebraic properties, particularly linear algebraic proper-

ties. We therefore pause to develop a bit of algebra and linear algebra.

DEFINITION 11.4. Let S be a set and let ˚ : S ˆ S Ñ S. Then

IDSS˚ :“ te P S | @x P S, x ˚ e “ x “ e ˚ xu.

The set IDSS˚ will be called the Identities Set for ˚ in S.

Let ` : Rˆ RÑ R be ordinary addition of real numbers. Then the

Identities Set for ` on R is IDSR
` “ t0u.

Let ¨ : RˆRÑ R be ordinary multiplication of real numbers. Then

the Identities Set for ¨ on R is IDSR
¨ “ t1u.

REMARK 11.5. Let S be a set and let ˚ : S ˆ S Ñ S. Then

#rIDSS˚ s ď 1.

Proof. We wish to show: @e, ε P IDSS˚ , e “ ε. Let @e, ε P IDSS˚ be

given. We wish to show e “ ε.

Since e P IDSS˚ , we conclude, for all x P S, that x ˚ e “ x “ e ˚ x.

Replacing x by ε, we get ε ˚ e “ ε “ e ˚ ε. Then ε ˚ e “ ε.

Since ε P IDSS˚ , we conclude, for all x P S, that x ˚ ε “ x “ ε ˚ x.

Replacing x by e, we get e ˚ ε “ e “ ε ˚ e. Then e “ ε ˚ e.

Then e “ ε ˚ e “ ε, as desired. �

DEFINITION 11.6. Let S be a set and let ˚ : S ˆ S Ñ S. Then

(1) ˚ is commutative means: @x, y P S, x ˚ y “ y ˚ x, and

(2) ˚ is associative means: @x, y, z P S, px ˚ yq ˚ z “ x ˚ py ˚ zq.

DEFINITION 11.7. By pV,‘, ‚q is a real vector space, we mean

that all of the following are true:

(1) V is a nonempty set;

(2) ‘ : V ˆ V Ñ V ;

(3) ‚ : Rˆ V Ñ V ;

(4) ‘ is commutative and associative;
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(5) @x P V ,

(5a) 0 ‚ x P IDSV‘ and

(5b) 1 ‚ x “ x;

(6) @a, b P R, @x P V ,

(6a) pa` bq ‚ x “ pa ‚ xq ‘ pb ‚ xq and

(6b) pabq ‚ x “ a ‚ pb ‚ xq; and

(7) @a P R, for all x, y P V , we have: a ‚ px‘ yq “ pa ‚ xq ‘ pa ‚ yq.

We can define complex vector space in the same way, except that

each R would be replaced by C. This is a real analysis course, so

by vector space, we will always mean real vector space. In a complex

analysis course, the term “vector space” would probably mean complex

vector space.

Let ` : R ˆ R Ñ R be ordinary addition of real numbers. Let

¨ : R ˆ R Ñ R be ordinary multiplication of real numbers. Then

pR,`, ¨q is a vector space.

Let n P N. Recall that Rn “ Rt1,...,nu. That is, Rn is equal to the

set of all functions t1, . . . , nu Ñ R. Also, for any x P Rn, for any

j P t1, . . . , nu, we sometimes denote xpjq by xj. Also, for any x P Rn,

the function x : t1, . . . , nu Ñ R is sometimes denoted px1, . . . , xnq.

Let n P N. Define ‘ : Rn ˆ Rn Ñ Rn by px‘ yqj “ xj ` yj. NOTE:

To be more detailed, we would say “. . . by:

@x P Rn, @y P Rn, @j P t1, . . . , nu, px‘ yqj “ xj ` yj.”

Define ‚ : R ˆ Rn Ñ Rn by pa ‚ xqj “ a ¨ xj. NOTE: To be more

detailed, we would say “. . . by:

@a P R, @x P Rn, @j P t1, . . . , nu, pa ‚ xqj “ a ¨ xj.”

Then pRn,‘, ‚q is a vector space.

We demonstrated how to view elements of R2 as arrows in a co-

ordinate plane that start at p0, 0q. We showed how to think about

‘ : R2 ˆ R2 Ñ R2 and ‚ : R ˆ R2 Ñ R2 geometrically. In particular,

2 ‚ p3, 4q “ p6, 8q is viewed geometrically as saying that if we double

the arrow from p0, 0q to p3, 4q, we get the arrow from p0, 0q to p6, 8q.

This idea of multiplying an arrow by a number is called “rescaling”

the arrow, and the number you use is sometimes called a “scalar”.

That is, by “scalar” we mean number. Because this is a real analysis

course, by scalar we mean real number. In a complex analysis course,
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by scalar we would likely mean complex number. When we are focused

on a specific vector space pV,‘, ‚q, an element of V is called a vector.

Every vector space has a unique additive identity:

REMARK 11.8. Let pV,‘, ‚q be a vector space. Then #rIDSV‘s “ 1.

Proof. By Remark 11.5, #rIDSV‘s ď 1. It therefore suffices to show:

#rIDSV‘s ě 1. It therefore suffices to show: #rIDSV‘s ‰ 0. It therefore

suffices to show: IDSV‘ ‰ H.

By (1) of Definition 11.7, choose x P V . By (5a) of Definition 11.7,

we have 0 ‚ x P IDSV‘. Then IDSV‘ ‰ H, as desired. �

Some notational conventions: For any vector space pV,‘, ‚q,

(1) pV,‘, ‚q is usually abbreviated V ;

(2) we define 0V :“ ELTpIDSV‘q;

(3) @x P V , we define ´x :“ p´1q ‚ x;

(4) @x, y P V , we define x`y “ x‘y and x´y “ x‘p´yq; and

(5) @a P R, @x P V , we define ax “ a ‚ x.

Following (1) above, the vector space pR,`, ¨q is denoted R, and, for

all n P N, the vector space pRn,‘, ‚q is denoted Rn.

Because of (2) above, for any vector space V , we have: IDSV‘ “ t0V u.

Note that, technically, R ‰ R1, because R is a set of numbers,

whereas R is the set of functions t1u Ñ R. Nevertheless, to a vec-

tor space expert, R looks and feels like R1. The tecnical phrasing for

this is: “R is isomorphic to R1.” We will define “isomorphic” later.

Let pV,‘, ‚q be a vector space. Then ‘ : V ˆ V Ñ V is often

called vector addition. Also, ‚ : R ˆ V Ñ V is often called scalar

multiplication. The linear operations of the vector space V are

‘ and ‚; that is, they are vector addition and scalar multiplication.

DEFINITION 11.9. For all n P N, we define 0n :“ 0Rn.

DEFINITION 11.10. For any set S, for any a, we define the func-

tion Ca
S : S Ñ tau by Ca

Spxq “ a.

For any set S for any a, the function Ca
S is called the constant

function on S with value a. Note that, for all n P N, we have

0n “ C0
t1,...,nu P Rt1,...,nu “ Rn;

or, equivalently, 0n “ p0, . . . , 0q P Rn.
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Let S be any set. Define ‘ : RS ˆ RS Ñ RS by px ‘ yqj “ xj ` yj.

Define ‚ : Rˆ RS Ñ RS by pa ‚ xqj “ axj. Then pRS,‘, ‚q is a vector

space, typically denoted RS.

DEFINITION 11.11. For any set S, we define 0S :“ 0RS .

Then, for any set S, we have 0S “ C0
S P Rt1,...,nu “ Rn.

Let S be a set. If #S “ 1, then RS looks and feels like R. Moreover,

R looks and feels like a coordinatized line. So, if #S “ 1, then we

can understand RS intuitively, by looking at a coordinatized line. If

#S “ 2, then R2 looks and feels like R2. Moreover, R2 looks and

feels like a coordinatized plane. So, if #S “ 2, then we can understand

RS intuitively, by looking at a coordinatized plane. Coordinatized lines

and planes can be drawn easily on a blackboard. When #S “ 3, things

get a little harder because the intuition doesn’t fit on a blackboard, but

it’s not too bad. When 3 ă #S ă 8, things get harder still, but there

are ways to think about RS. When #S “ 8, we need a whole new

branch of mathematics (called “functional analysis”) to deal with RS.

In this course, we’ll mainly focus on the vector spaces R, R2, R3, . . . .

REMARK 11.12. For any vector space V , for any x P V , we have

x` p´xq “ 0V “ p´xq ` x.

Proof. Let a vector space V be given and let x P V be given. We wish

to show that x` p´xq “ 0V “ p´xq ` x.

We have

x` p´xq “ r1 ‚ xs ` rp´1q ‚ xs “ r1` p´1qs ‚ x

“ 0 ‚ x P IDSV‘ “ t0V u,

so x` p´xq “ 0V . It remains to show: p´xq ` x “ 0V .

We have

p´xq ` x “ rp´1q ‚ xs ` r1 ‚ xs “ rp´1q ` 1s ‚ x

“ 0 ‚ x P IDSV‘ “ t0V u,

so p´xq ` x “ 0V , as desired. �

Assigned HW#28, HW#29, HW#30.

DEFINITION 11.13. For any vector space V , for any S Ď V ,

xSyVlin :“ t0V u
ď

t c1x1 ` ¨ ¨ ¨ ` cnxn |

n P N, c1, . . . , cn P R, x1, . . . , xn P S u.
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Note, for any vector space V , that xHyVlin “ t0V u.

When the vector space V is clear, we will often write xSylin to mean

xSyVlin. Recall that V abbreviates pV,‘, ‚q.

Let V be a vector space. Then, for any S Ď V , the set xSylin is

called the span of S. For any n P N, for any c1, . . . , cn P R, for any

x1, . . . , xn P V , the vector c1x1 ` ¨ ¨ ¨ ` cnxn is called the linear com-

bination of x1, . . . , xn with coefficients c1, . . . , cn.

REMARK 11.14. Let V be a vector space. The following are all true:

(1) @S Ď V , xSylin Ě S.

(2) @S Ď V , xxSylinylin “ xSylin.

(3) @S, T Ď V , [ pS Ď T q ñ p xSylin Ď xT ylin q ].

In Remark 11.14,

(1) is called the superset property of x‚ylin,

(2) is called the idempotence property of x‚ylin and

(3) is called the monotonic property of x‚ylin.

FACT 11.15. Let V be a vector space, k P N, x1, . . . , xk P V . Then:

x tx1, . . . , xku ylin “ t c1x1 ` ¨ ¨ ¨ ` ckxk | c1, . . . , ck P R u.

Proof. Omitted. �

12. Class 12 on 17 October 2017, Tu of Week 7

We discussed several examples of “quantified equivalence”. A few

of these are detailed at the end of the exposition handout.

Here’s an example of a quantified equivalence: For any set S of sets,

for any x, we have:
”

x P
ď

S
ı

ô r DA P S s.t. x P A s.

On the left-hand side of ô, we have “x P
ď

S”, which exhibits no

quantifiers. On the right-hand side, we have “DA P S s.t. x P A”,

which exhibits the quantifier D. In that kind of situation, we refer to the

statement as a “quantified equivalence”. In a proof, if we need to show

that some object is in a union of a set of sets, we can now reinterpret

that as a “Want: DA . . .” statement, and, to try to deal with that,

we have template [11] of the exposition handout. Also, in a proof, if

we know that some object is in a union of a set of sets, we can now
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reinterpret that as a “Know: DA . . .” statement, and by replacement

rule [21] of the exposition handout, we can “Choose A. . .”.

Another quantified equivalence: For any sets A and B, we have:

r A “ B s ô r @x, p rx P As ô rx P Bs q s.

Another quantified equivalence: For any set S of sets, for any set X,

r X P xSyY s ô r @z P X, DA P S s.t. z P A Ď X s.

We worked through III.3 of Midterm 1, using quantified equivalnce

as part of the motivation.

We reviewed Definition 11.13 and Remark 11.14.

Assigned HW#31.

We visualized several spans:

(1) x t p1, 2q u ylin
(2) x t p1, 2q , p3, 4q u ylin
(3) x t p1, 0, 0q , p0, 1, 0q u ylin
(4) x t p1, 0, 0q , p0, 1, 0q , p1, 1, 0q u ylin
(5) x t p1, 0, 0q , p0, 1, 0q , p0, 0, 1q u ylin

DEFINITION 12.1. For any vector space V , for any U , by U is a

subspace of V , we mean: ( U Ď V ) and ( xUylin “ U ).

REMARK 12.2. For any vector space V , for any nonempty U Ď V ,

r U is a subspace of V s ô

r p@x, y P U, x` y P Uq & p@a P R, @x P U, cx P Uq s.

Proof. Omitted. �

Remark 12.2 asserts: a nonempty subset of a vector space is a sub-

space iff it respects both vector addition and scalar multiplication.

Let pV,‘, ‚q be a vector space and let U be a subspace of V . Then

p U , ‘|pU ˆ Uq , ‚|pRˆ Uq q

is a vector space, and we typically denote this vector space by U . We

would say that the linear operations (vector addition and scalar mul-

tiplcation) of U are “inherited” from V .

We define R0 :“ t0u. Then R0 Ď R, and R0 is a vector space, with

its linear operations inherited from R.

Assigned HW#32
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Any nonzero subspace of a vector space has continuum cardinality.

So, to specify such a subspace, it’s impractical to try to write out all

of its elements. Instead, we hope that there’s a finite set that spans

the subspace and we can communicate the subspace to someone else

by simply writing out the set that spans. This prompts the following

definition:

DEFINITION 12.3. Let V be a vector space and let U be a subspace

of V . For any S, by

S spans U or

S is a spanning set for U or

U is spanned by S,

we mean: both ( S Ď U ) and ( xSylin “ U ).

Assigned HW#33.

For example, let V :“ R3 and U :“ tpx, y, 0q |x, y P Ru. Let S :“

tp1, 0, 0q, p0, 1, 0q, p3, 4, 0qu and let T :“ tp1, 0, 0q, p0, 1, 0qu. Then S and

T are both spanning sets for U . Let x :“ p3, 4, 0q. Then T “ Sztxu.

In some sense T is a better spanning set than S, because the vector

x is extraneous, so it’s good to omit it. We now home in on why x is

extraneous. Note that x “ r3 ‚ p1, 0, 0qs ` r4 ‚ p0, 1, 0qs P xT ylin. So

since T “ Sztxu, we see that x P xSztxuylin. According to HW#33, it

follows that xSylin “ xSztxuylin, so the vector x can be omitted from

S to create a new set with the same span as S.

We will say that a set of vectors is “linearly dependent” if at least

one of them is extraneous in this sense:

DEFINITION 12.4. For any vector space V , for any S, by S is

linearly dependent in V , we mean:

both p S Ď V q and p Dx P S s.t. x P xSztxuylin q.

The opposite of linearly dependent is “linearly independent”:

DEFINITION 12.5. For any vector space V , for any S, by S is

linearly independent in V , we mean:

both p S Ď V q and p S is not linearly dependent in V q.

Applying NOT to p Dx P S s.t. x P xSztxuylin q, we see that a subset

S of a vector space V is linearly independent iff none of the vectors in
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S is extraneous, i.e. iff

@x P S, x R Sztxuylin.

Following this, if we want to check that a set of vectors is linearly

independent, we have to look at each one and check that it cannot

be omitted without changing the span. The following gives a more

practical quantified equivalence for linear independence.

FACT 12.6. Let V be a vector space Let k P N. Let x1, . . . , xk P V .

Assume, for all i, j P t1, . . . , ku, that: r pi ‰ jq ñ pxi ‰ xjq s. Then:

r tx1, . . . , xku is linearly independent in V s ô

r @c1, . . . , ck P R,

pc1x1 ` ¨ ¨ ¨ ` ckxk “ 0V q ñ pc1 “ ¨ ¨ ¨ “ ck “ 0q s.

Proof. Omitted. �

In general terms, Fact 12.6 asserts that a finite set of vectors is lin-

early independent iff the only linear combination of them that vanishes

is the one with vanishing coefficients. The linear combination with

vanishing coefficients is sometimes said to be “trivial”. Then Fact 12.6

asserts that a finite set of vectors is linearly independent iff it has no

nontrivial vanishing linear combination.

Note, for example, that tp1, 0, 0q, p0, 1, 0q, p3, 4, 0qu has a nontrivial

vanishing linear combination:

r3 ¨ p1, 0, 0qs ` r4 ¨ p0, 1, 0qs ` rp´1q ¨ p3, 4, 0qs “ p0, 0, 0q.

So, by Fact 12.6, tp1, 0, 0q, p0, 1, 0q, p3, 4, 0qu is linearly dependent in R3.

We leave it as an unassigned exercise to show that tp1, 0, 0q, p0, 1, 0qu

has no nontrivial vanishing linear combination. So, by Fact 12.6,

tp1, 0, 0q, p0, 1, 0qu is linearly independent in R3.

Assigned HW#34.

A “basis” for a vector space is a spanning set without extraneous

vectors. That is:

DEFINITION 12.7. For any vector space V , for any B, by B is a

basis for V , we mean:

p B spans V q & p B is linearly independent in V q.

For example, tp1, 0, 0q, p0, 1, 0qu is a basis for tpx, y, 0q |x, y P Ru.
Also tp1, 0, 0q, p0, 1, 0q, p0, 0, 1qu is a basis for R3.
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Assigned HW#35.

We next examine the basis tp1, 0, 0q, p0, 1, 0q, p0, 0, 1qu for R3. Recall

that R3 is, technically, equal to the set Rt1,2,3u consisting of all functions

t1, 2, 3u Ñ R. In particular, looking “under the hood” at say p7,´9, 4q,

we see that p7,´9, 4q is the function t1, 2, 3u Ñ R that maps 1 to 7,

maps 2 to ´9 and maps 3 to 4. That is, p7,´9, 4q “

¨

˝

1 ÞÑ 7

2 ÞÑ ´9

3 ÞÑ 4

˛

‚.

Similary, we have

p1, 0, 0q “

¨

˝

1 ÞÑ 1

2 ÞÑ 0

3 ÞÑ 0

˛

‚ P Rt1,2,3u “ R3.

Similarly, we have

p0, 1, 0q “

¨

˝

1 ÞÑ 0

2 ÞÑ 1

3 ÞÑ 0

˛

‚ P Rt1,2,3u “ R3.

Similarly, we have

p0, 0, 1q “

¨

˝

1 ÞÑ 0

2 ÞÑ 0

3 ÞÑ 1

˛

‚ P Rt1,2,3u “ R3.

Recall Definition 7.2. Note that

χ
t1,2,3u
t1u “

¨

˝

1 ÞÑ 1

2 ÞÑ 0

3 ÞÑ 0

˛

‚, χ
t1,2,3u
t2u “

¨

˝

1 ÞÑ 0

2 ÞÑ 1

3 ÞÑ 0

˛

‚, χ
t1,2,3u
t3u “

¨

˝

1 ÞÑ 0

2 ÞÑ 0

3 ÞÑ 1

˛

‚.

Thus we have χ
t1,2,3u
t1u “ p1, 0, 0q, χ

t1,2,3u
t2u “ p0, 1, 0q, χ

t1,2,3u
t3u “ p0, 0, 1q.

Let S :“ t1, 2, 3u. Then tp1, 0, 0q, p0, 1, 0q, p0, 0, 1qu “ tχS
tju | j P Su.

This generalizes from R3 to give, for all d P N, a basis for Rd.

DEFINITION 12.8. Let d P N, S :“ t1, . . . , du. For all j P S, let

εj :“ χS
tju. Then tε1, . . . , εdu is the standard basis for Rd.

DEFINITION 12.9. For any vector space V , we define

Bas pV q :“ tB Ď V |B is a basis for V u

DIMS pV q :“ t#B |B P Bas pV qu.
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For example, let S :“ tp1, 0, 0q, p0, 1, 0q, p0, 0, 1qu, so that S is the

standard basis for R3. In particular, S P Bas pR3q. Since #S “ 3, we

get 3 P DIMS pR3q. Mathematicians have studied bases of R3 intensely,

and have verified that, for every B P Bas pR3q, we have #B “ 3. That

is, DIMS pR3q “ t3u. Consequently, #rDIMS pR3qs “ #t3u “ 1.

For example, let U :“ tpx, y, 0q |x, y P Ru, T :“ tp1, 0, 0q, p0, 1, 0qu.

Then T P Bas pUq, so, since #T “ 2, we get 2 P DIMS pUq. Math-

ematicians have studied bases of U intensely, and have verified that,

for every B P Bas pUq, we have #B “ 2. That is, DIMS pUq “ t2u.

Consequently, #rDIMS pUqs “ #t2u “ 1.

Mathematicians have studied bases of vector spaces intensely, and

have verified that, for every vector space V , we have #rDIMS pV qs “ 1.

A single vector space of nonzero dimension will always have uncount-

ably many bases, and yet any time we find two bases for the same

vector space, it turns out that the two bases have the same number of

elements. That number is called the dimension of the vector space:

DEFINITION 12.10. @vector space V , dimV :“ ELTpDIMS pV qq.

Unassigned exercise: Show, for any vector space V , that: if dimV “

0, then V “ t0V u. In particular, every 0-dimensional vector space

has only one vector. By contrast, we will see that every positive-

dimensional vector space has continuum cardinality.

For example,

dimR3
“ ELTt3u “ 3 and

dim tpx, y, 0q |x, y P Ru “ ELTt2u “ 2.

DEFINITION 12.11. Let V be a vector space. By V is finite di-

mensional, we mean dimV ă 8. By V is infinite dimensional, we

mean dimV “ 8.

13. Class 13 on 19 October 2017, Th of Week 7

let S be a set and let k P N. Recall that

Sk “ St1,...,ku “ tfunctions t1, . . . , ku Ñ Su.
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Also, recall that, for all x P Sk, we have

x “

¨

˚

˝

1 ÞÑ x1
...

k ÞÑ xk

˛

‹

‚

“ px1, . . . , xkq,

and so imrxs “ tx1, . . . , xku.

Let ε :“ p p1, 0q , p0, 1q q. Then

ε “

ˆ

1 ÞÑ p1, 0q

2 ÞÑ p0, 1q

˙

P pR2
q
t1,2u

“ pR2
q
2.

Then imrεs “ tp1, 0q, p0, 1qu, so imrεs is a basis for R2. Note also that

ε1 “ p1, 0q “

ˆ

1 ÞÑ 1

2 ÞÑ 0

˙

“ χ
t1,2u
t1u

and ε2 “ p0, 1q “

ˆ

1 ÞÑ 0

2 ÞÑ 1

˙

“ χ
t1,2u
t2u .

DEFINITION 13.1. For any finite dimensional vector space V , for

any B, by B is an ordered basis or OB for V , we mean:

pB P V dim V
q and p imrBs is a basis for V q.

For example, pp1, 0q, p0, 1qq is an ordered basis for R2, and pp0, 1q, p1, 0qq

is a different ordered basis for R2.

DEFINITION 13.2. Let d P N. For every j P t1, . . . , du, define

εj :“ χ
t1,...,du
tju . Then the standard OB for Rd is pε1, . . . , εdq.

For example, the standard ordered basis for R2 is pp1, 0q, p0, 1qq.

DEFINITION 13.3. For any finite dimensional vector space V , we

define OBpV q :“ tOBs for V u.

For example, pp0, 1q, p1, 0qq P OBpR2q.

We leave it as an unassigned exercise to show, for any finite dimen-

sional vector space V , that, because V has a finite basis, OBpV q ‰ H.

DEFINITION 13.4. Let V and W be vector spaces. Let T : V Ñ W .

Then T is linear means:

(1) @x, y P V, pT px` yq “ rT pxqs ` rT pyqsq and

(2) @a P R, @x P V, pT paxq “ a ‚ rT pxqsq.

DEFINITION 13.5. Let V and W be vector spaces. Let T : V Ñ W .

Then T is an isomorphism onto W means:
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(1) T is linear and

(2) T : V ãÑą W .

When the vector space W is clear, we will sometimes just say “T is

an isomorphism”, instead of “T is an isomorphism onto W”.

The word “isomorphism” is used in many different ways in math-

ematics. The “isomorphism” of Definition 13.5 is sometimes called a

vector space isomorphism or linear isomorphism, to distinguish

it from other kinds of isomorphisms.

LEMMA 13.6. Let V and W be vector spaces and let T : V Ñ W .

Assume that T is an isomorphism onto W . Then T´1 is an isomor-

phism onto V , i.e.,

(1) T´1 is linear and

(2) T´1 : W ãÑą V .

Proof. Omitted. �

DEFINITION 13.7. Let V and W be vector spaces. Then V is iso-

morphic to W means: DT s.t.

(1) T is linear and

(2) T : V ãÑą W .

That is, two vector spaces are isomorphic if there exists an isomor-

phism from one of them onto the other.

For example, while

R1
“ Rt1u “ tfunctions t1u Ñ Ru ‰ R,

it is nevertheless true that R1 “looks and feels like” R. In more techical

language, we say: R1 is isomorphic to R. To describe the isomorphism,

first note that, for all t P R, ptq is the 1-tuple whose only entry is t;

that is, ptq is the function t1u Ñ R that is described by 1 ÞÑ t. So,

@t P R, ptq “ p1 ÞÑ tq P Rt1u “ R1.

So, for all t P R, if we evaluate the function ptq at 1, we get t. Thus,

for all t P R, while ptq ‰ t, we do have ptq1 “ t. Unassigned exercise:

Show that the function

t ÞÑ ptq : R Ñ R1

is a vector space isomorphism, and that its inverse is

v ÞÑ v1 : R1
Ñ R.
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In particular, R and R1 are isomorphic vector spaces..

For another example, let U :“ tpx, y, 0q |x, y P Ru. Recall that

U inherits vector addition and scalar multiplication from R3, and with

these linear operations, U is a vector space. Unassigned exercise: Show

that the function

px, yq ÞÑ px, y, 0q : R2
Ñ U

is a vector space isomorphism. In particular, R2 and U are isomorphic

vector spaces.

For another example, recall that, for any set S, RS has linear oper-

ations making it into a vector space. In particular, Rt2,7,8u is a vector

space. Unassigned exercise: Show that the function

px, y, zq ÞÑ

¨

˝

2 ÞÑ x

7 ÞÑ y

8 ÞÑ z

˛

‚ : R3
Ñ Rt2,7,8u

is a vector space isomorphism. In particular, R3 and Rt2,7,8u are iso-

morphic vector spaces.

For finite dimensional vector spaces, we can connect ordered bases

with isomorphisms, as follows.

DEFINITION 13.8. Let V be a vector space, let d :“ dimV and let

B P OBpV q. Assume d ă 8. Then LB : Rd Ñ V is defined by

LBpx1, . . . , xdq “ x1B1 ` ¨ ¨ ¨ ` xdBd.

Recall that R0 “ t0u Ď R, and that R0 is a vector space, with

linear operations inherited from R. In Definition 13.8, if d “ 0, then

V “ t0V u, and we define LB : Rd Ñ V by LBp0q “ 0V . In theorems

about LB, we will often omit discussion of the 0-dimensional case,

leaving that detail to the reader.

For example, let U :“ tpx, y, 0q |x, y P Ru, B :“ p p1, 0, 0q , p0, 1, 0q q.

Recall that dimU “ 2 and that B P OBpV q. We “calculate” the map

LB : R2 Ñ U : For all x, y P R, we have

LBpx, yq “ xB1 ` yB2

“ xp1, 0, 0q ` yp0, 1, 0q

“ px, y, 0q.

Note that LB is the isomorphism R2 Ñ U that we described earlier.

Let C :“ p p0, 1, 0q , p1, 0, 0q q. Note that B and C are different ordered
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bases of U , even though they give rise to the same (unordered) basis:

imrBs “ tp1, 0, 0q, p0, 1, 0qu “ tp0, 1, 0q, p1, 0, 0qu “ imrCs.

For all x, y P R, we have

LCpx, yq “ xC1 ` yC2

“ xp0, 1, 0q ` yp1, 0, 0q

“ py, x, 0q.

Note that LC is slightly different from LB. Unassigned exercise: Show

that LC : R2 Ñ U is an isomorphism of vector spaces.

Quite generally, any time B is an ordered basis of any finite dimen-

sional vector space, the function LB is an isomorphism:

THEOREM 13.9. Let V be a vector space, d :“ dimV , B P OBpV q.

Assume d ă 8. Then LB : Rd Ñ V is a vector space isomorphism.

Proof. Omitted. �

If we think of a vector space isomorphism as a dictionary that

‚ allows us to tranlsate questions about one vector space over

to another, better understood, vector space, and, also,

‚ allows us to translate answers back,

then the importance of the isomorphism LB of Theorem 13.9 can be

expressed this way: For any d P N, if some d-dimensional vector space V

seems very abstract and recondite, just seek out an ordered basis B

for V , and then use the “dictionary” LB : Rd Ñ V ; this connects the

abstract V to the concrete, well-understood vector space Rd of d-tuples

of real numbers. In particular, if d P t0, 1, 2, 3u, then we can “see” Rd,

and, therefore, we can “see” V . Following this thinking, we have:

COROLLARY 13.10. Let V be a finite dimensional vector space.

Then V is isomorphic to Rdim V .

Proof. Let d :“ dimV . We wish to show that V is isomorphic to Rd.

Since OBpV q ‰ H, choose B P OBpV q. Then LB : Rd Ñ V is an

isomorphism. Then L´1B : V Ñ Rd is an isomorphism. Then V is

isomorphic to Rd. �

This finishes our introduction to linear algebra. We move on to the

study of norms, metrics, topology, after which we can begin analysis:

limits, derivatives and integrals.
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DEFINITION 13.11. Let V be a vector space. Let | ‚ | : V Ñ r0,8q.

Then | ‚ | is a norm on V means:

(1) p @x P V , r p|x| “ 0q ô px “ 0V q s q,

(2) p @a P R, @x P V , r |ax| “ |a| ¨ |x| s q and

(3) p @x, y P V , r |x` y| ď |x| ` |y| s q.

In (2) of Definition 13.11, |a| is the absolute value of a. In the rest

of the definition, every use of | ‚ | is the norm | ‚ | : V Ñ r0,8q.

Some terminology about Definition 13.11:

‚ We express (1) by saying: “| ‚ | distinguishes zero”.

‚ We express (2) by saying: “| ‚ | is positive-homogeneous”.

‚ We express (3) by saying: “| ‚ | is subadditive”.

Absolute value | ‚ | : RÑ r0,8q is a norm on the vector space R. It

might be called the standard norm on R. Note: @x P R, |x| “
?
x2.

We can generalize that formula to higher dimensions, as follows.

Let d P N. Define | ‚ | : Rd Ñ r0,8q by

|px1, . . . , xdq| “

b

x21 ` ¨ ¨ ¨ ` x
2
d.

Then | ‚ | is a norm on the vector space Rd, and is called the standard

norm on Rd. Note: @x1, . . . , xd P R,

|px1, . . . , xdq| “ p |x1|
2
` ¨ ¨ ¨ ` |xd|

2
q
1{2.

We can generalize that formula to other exponents, as follows.

Let d P N and p P r1,8q. Define | ‚ | : Rd Ñ r0,8q by

|px1, . . . , xdq| “ p |x1|
p
` ¨ ¨ ¨ ` |xd|

p
q
1{p.

Then | ‚ | is a norm on the vector space Rd, and is called the p-norm

or Lp-norm on Rd.

Let d P N. Define | ‚ | : Rd Ñ r0,8q by

|px1, . . . , xdq| “ maxt|x1|, . . . , |xd|u.

Then | ‚ | is a norm on the vector space Rd, and is called the 8-norm

or L8-norm on Rd.

Note: @d P N, [ ( standard norm on Rd ) = ( 2-norm on Rd ) ].

DEFINITION 13.12. For any vector space V , we define

N pV q :“ tnorms on V u.

DEFINITION 13.13. By pV, | ‚ |q is a normed vector space, we

mean: p V is a vector space q and p | ‚ | P N pV q q.
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DEFINITION 13.14. For any normed vector space pV, |‚|q, we define

B|‚| :“ tx P V s.t. |x| ă 1u,

S|‚| :“ tx P V s.t. |x| “ 1u and

B|‚| :“ tx P V s.t. |x| ď 1u.

For any normed vector space pV, | ‚ |q,

the set B|‚| is called the unit ball of | ‚ |,

the set S|‚| is called the unit sphere of | ‚ | and

the set B|‚| is called the closed unit ball of | ‚ |.

Assigned HW#36, due 31 October.

We played a game: I told you I had a secret norm | ‚ | on R2. I

drew a picture for you of B|‚|. I picked a point x in the plane slightly

outside of B|‚|. I asked you to estimate |x|. We determined that |x| ą 1

exactly because x is not an element of B|‚|. We dilated B|‚| by a factor

of 2, and saw that (the point x ) is an element of ( that dilated set ).

Therefore, |x| ď 2. Continuing, we determined that |x| is only slightly

bigger than 1, because x is only slightly outside B|‚|. In fact, |x| is the

minimum of the set of all dilation factors such that

( the dilation of B|‚| ) covers (the point x ).

The upshot of this kind of thinking is that any norm is determined

by its closed unit ball. Consequently, there’s a close connection be-

tween norms and geometry. If someone shows you a norm on a finite

dimensional vector space, and you would like to understand it, one ap-

proach is to try to understand, geometrically, what its closed unit ball

looks like. Mathematicians have intensively studied closed unit balls of

norms, and know exactly which kinds of sets arise. Suppose you would

like to make your own personal norm on R2. Proceed as follows: Draw

a subset S of R2 such that

(1) S contains all of its boundary points,

(2) S contains a disk about p0, 0q,

(3) @p P S, we have ´p P S and

(4) @p, q P S, the line segment from p to q is contained in S.

It will then turn out that there is a unique norm | ‚ | on R2 such that

B|‚| “ S. That norm is your personal norm.

Some terminology:

‚ We express (1) by saying: “S is closed”.

‚ We express (2) by saying: “the origin is in the interior of S”.
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‚ We express (3) by saying: “S is symmetric through the origin”.

‚ We express (4) by saying: “S is convex”.

Let p :“ 1{2 and define a function | ‚ | : R2 Ñ r0,8q by

|pa, bq| “ p |a|p ` |b|p q1{p.

Let S :“ tx P R2 s.t. |x| ď 1u. I drew the graph of S, and we verified

that the resulting set is not convex. It turns out that the nonconvexity

of S is driven exactly by the fact that | ‚ | is NOT subadditive. Conse-

quently, | ‚ | is not a norm. Recall: In defining “p-norm”, we required

that p P r1,8s. This explains what goes wrong when p ă 1.

The key point, though, is that we have a geometric way to “see”

the algebraic property of subadditivity; you just have to know where

to look. For all p ě 1, we “see” subadditivity in the p-norm. For all

p ă 1, we do not, so those functions are not norms. Also, following

this same line of thought, HW#36 explains how to “see” the 8-norm:

@p P r1,8q, we “see” the p-norm; we then take the limit as pÑ 8.

In the sequel, we will not be discussing p-norms, except for 2-norms,

a.k.a. standard norms.

This concludes our introduction to norms. Next up are metrics.

First, keep in mind that the word “metric” is used different ways.

In a course on Riemannian geometry, “metric” is short for “Riemannian

metric” and we will not be discussing that kind of metric in this course.

Here, by “metric”, we will mean “distance-metric”, defined as follows:

DEFINITION 13.15. Let X be a set. Let d : XˆX Ñ r0,8q. Then

d is a metric or distance-metric on X means:

(1) p @p, q P X, r pdpp, qq “ 0q ô pp “ qq s q,

(2) p @p, q P X, r dpp, qq “ dpq, pq s q and

(3) p @p, q, r P X, r dpp, rq ď pdpp, qqq ` pdpq, rqq s q.

Some terminology about Definition 13.15:

‚ We express (1) by: “d distinguishes points”.

‚ We express (2) by: “d is symmetric”.

‚ We express (3) by: “d is satisfies the triangle inequality”.

DEFINITION 13.16. For any set X, we define

MpXq :“ tmetrics on Xu.

DEFINITION 13.17. By pX, dq is a metric space, we mean:

p X is a set q and p d PMpXq q.
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DEFINITION 13.18. Let pV, | ‚ |q be a normed vector space. Then

d|‚| PMpV q is defined by d|‚|px, yq “ |x´ y|.

In Definition 13.18, we call d|‚| the induced metric from | ‚ |.

Assigned HW#37, due 31 October.

According to HW#37, for any vector space V , for any | ‚ | P N pV q,
if we measure distance in V by d|‚| and if we measure distance in R
by dR, then the mapping | ‚ | : V Ñ R is distance-semidecreasing (i.e.,

distance-nonincreasing). This property of norms is often useful.

We now start to move toward topology. Intuitively, a topology cap-

tures ideas of closeness, through what are called “neighborhoods” (to be

defined later). Each neighborhood is a set of points that are, in some

way, “close” to a given point. A collection of neighborhoods is a set

of sets. One way to get a collection of neighborhoods is to find a metric

space and take the set of all “balls” in the metric space. So we begin

by defining what a ball in a metric space is:

DEFINITION 13.19. Let pX, dq be a metric space. Then, for all

p P X, for all r ą 0, we define

Bdpp, rq :“ tq P X | dpp, qq ă ru.

In Definition 13.19, Bdpp, rq is called the ball about p of radius r.

(Sometimes, instead of “about p”, we say “centered at p”.) When the

metric d is clear, we will often omit it from the notation, and write

Bpp, rq in place of Bdpp, rq.

DEFINITION 13.20. Let pX, dq be a metric space. Then, for all

p P X, we define Bdppq :“ tBpp, rq | r ą 0u.

In Definition 13.20, when d is clear, we omit it from Bdppq, and write

Bppq instead.

For any metric space pX, dq, for any p P X, the set Bppq is the

collection of all balls centered at p; it is a set of sets.

DEFINITION 13.21. Let pX, dq be a metric space. Then we define

Bd :“ tBpp, rq | p P X, r ą 0u.

For any metric space pX, dq, the set Bd is the collection of all balls

in X; it is a set of sets.

Assigned HW#38, due 31 October.
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14. Class 14 on 24 October 2017, Tu of Week 8

Recall: pV, |‚ |q is a normed vector space means that V is a vector

space and that | ‚ | : V Ñ r0,8q satisfies:

distinguishes 0V , positive homogeneous, subadditive.

Recall: pX, dq is a metric space means that X is a set and that

d : X ˆX Ñ r0,8q satisfies:

distinguishes points, symmetric, triangle inequality.

We now start moving toward topology which is all about closeness.

One way to talk about closeness is through “balls”. The points that are

close to a given point p might be the points that are a small distance

away, i.e., the points that are in a small ball about the point (with

respect to some metric). Following this, we recall: Let pX, dq be a

metric space. Then

‚ @p P X, @r ą 0, Bpp, rq :“ tq P X | dpp, qq ă ru,

‚ @p P X, Bppq :“ tBpp, rq | r ą 0u and

‚ Bd :“ tBpp, rq | p P X, r ą 0u.

Recalled HW#38.

Assigned HW#39.

Here are some facts about set theory that may prove useful:

FACT 14.1. Let S be a set of sets. Then

(1) @X P S, X Ď
Ť

S,

(2) @X P S, X P xSyY,

(3) H ,
Ť

S P xSyY and

(4) S
Ť

tHu
Ť

t
Ť

Su Ď xSyY.

Proof. Omitted. �

Assigned HW#40.

You may find (1) of Fact 14.1 to be useful in doing HW#40.

The next lemma will be called the Recentering Down Lemma.

It is an easy consequence of HW#38.

LEMMA 14.2. Let pX, dq be a metric space, let B P Bd and let p P B.

Then there exists B0 P Bppq such that B0 Ď B.
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Lemma 14.2 states: For any a point inside any ball, we can find

a new ball centered at that point that’s so small that it’s contained

in the original ball. Of course, if the point is close to the boundary

of the original ball, then the new ball will have to have a very small

radius. HW#38 tells how to compute the radius of the new ball.

Proof. Since B P Bd, choose q P X and s ą 0 such that B “ Bpq, sq.

Let r :“ s ´ rdpp, qqs. By HW#38, r ą 0 and Bpp, rq Ď B. Let

B0 :“ Bpp, rq. Then, as B0 is centered at p, we see that B0 P Bppq. We

wish to show that B0 Ď B.

We have B0 “ Bpp, rq Ď B, as desired. �

DEFINITION 14.3. For any set S of sets, we define

(1) xSyX :“ t
Ş

A | H ‰ A Ď S u and

(2) xSyfinX :“ t
Ş

A | pH ‰ A Ď Sq and p#A ă 8q u.

The set xSyX is called the intersection closure of S. The set

xSyfinX is called the finite intersection closure of S.

The operators x‚yX and x‚yfinX both have the usual properties:

superset, idempotent, monotonic.

To say this more specifically:

REMARK 14.4. The following are all true:

(1A) @set S of sets, xSyX Ě S.

(1B) @set S of sets, x xSyX yX “ xSyX.

(1C) @sets R, S of sets, rR Ď S s ñ r xRyX Ď xSyX s.
(2A) @set S of sets, xSyfinX Ě S.

(2B) @set S of sets, x xSyfinX yfinX “ xSyfinX.

(2C) @sets R, S of sets, rR Ď S s ñ r xRyfinX Ď xSyfinX s.

Proof. Omitted. �

We will need a basic fact about finite nonempty sets: in any such

set, you can put the elements into a finite list. More specifically:

FACT 14.5. Let S be a set and let k :“ #S. Assume 0 ă k ă 8.

Then Dx1, . . . , xk s.t. S “ tx1, . . . , xku.

Proof. Omitted. �

PROPOSITION 14.6. Let S be a set of sets. We assume that, for

all U, V P S, we have U X V P S. Then xSyfinX “ S.
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Proposition 14.6 can be expressed as: “If a set of sets is closed under

pairwise-intersection, then it’s closed under finite intersection.”

Proof. Claim: @k P N, @X1, . . . , Xk P S, X1 X ¨ ¨ ¨ XXk P S. Proof of

claim: For all k P N, let

Pk :“ r @X1, . . . , Xk P S, X1 X ¨ ¨ ¨ XXk P S s.

We wish to show: @k P N, Pk. We have @X1 P S, X1 P S, and so

P1 follows. By the Principle of Mathematical Induction, it suffices

to show: @k P N, pPk ñ Pk`1 q. Let k P N be given. We wish to

show: Pk ñ Pk`1. Assume Pk. We wish to show Pk`1. We know the

induction assumption: @X1, . . . , Xk P S, X1X¨ ¨ ¨XXk P S. We want to

prove: @X1, . . . , Xk`1 P S, X1 X ¨ ¨ ¨ XXk`1 P S. Let X1, . . . , Xk`1 P S
be given. We wish to prove: X1 X ¨ ¨ ¨ XXk`1 P S.

By the induction assumption, X1 X ¨ ¨ ¨ XXk P S. Recall: Xk`1 P S.

Let U :“ X1 X ¨ ¨ ¨ X Xk and let V :“ Xk`1. Then U, V P S. Then,

by hypothesis, U X V P S. Then

X1 X ¨ ¨ ¨ XXk`1 “ pX1 X ¨ ¨ ¨ XXkq XXk`1

“ U X V P S,

as desired. End of proof of claim.

By (2A) of Remark 14.4, we have xSyfinX Ě S. It remains to show:

xSyfinX Ď S. We wish to show: @Z P xSyfinX, z P S. Let Z P xSyfinX
be given. We wish to show: Z P S.

By definition of x‚yfinX, since Z P xSyfinX, choose A such that

p H ‰ A Ď S q and p #A ă 8 q and p
č

A “ Z q.

Since A ‰ H, we get #A ą 0. Then 0 ă #A ă 8. Let k :“ #A.

Then we have 0 ă k ă 8, so, by Fact 14.5, choose X1, . . . , Xk such

that A “ tX1, . . . , Xku. Then X1 X ¨ ¨ ¨ X Xk “
Ş

A. By the claim,

X1X¨ ¨ ¨XXk P S. Then Z “
Ş

A “ X1X¨ ¨ ¨XXk P S, as desired. �

Because intersection distributes over union, we get many “expansion

formulas”, like the one in the following fact.

FACT 14.7. Let X1, X2, Y1, Y2, Y3 be sets. Then

pX1 YX2q X pY1 Y Y2 Y Y3q “

pX1 X Y1q Y pX1 X Y2q Y pX1 X Y3q Y

pX2 X Y1q Y pX2 X Y2q Y pX2 X Y3q.
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Proof. Omitted, but this result is a special case of the next lemma. �

Rather than proving Fact 14.7, along with lots of similar expansion

formulas, we will prove a general result:

LEMMA 14.8. Let A and B be sets of sets. Let

C :“ t X X Y | X P A, Y P B u.

Then p
Ť

Aq
Ş

p
Ť

Bq “
Ť

C.

Proof. We wish to show: @p,
”

p P
´

ď

A
¯

č

´

ď

B
¯ ı

ô

”

p P
ď

C
ı

.

Let p be given. We wish to show:
”

p P
´

ď

A
¯

č

´

ď

B
¯ ı

ô

”

p P
ď

C
ı

.

Proof of ñ: Assume: p P p
Ť

Aq
Ş

p
Ť

Bq. Want: p P
Ť

C.

We have p P
Ť

A and p P
Ť

B. As p P
Ť

A, choose X P A such that

p P X. As p P
Ť

B, choose Y P B such that p P Y . Since p P X and

p P Y , we get p P X X Y . Let Z :“ X X Y . Then, by definition of C,

Z P C, so Z Ď
Ť

C. Then p P X X Y “ Z Ď
Ť

C. End of proof of ñ.

Proof of ð: Assume: p P
Ť

C. Want: p P p
Ť

Aq
Ş

p
Ť

Bq.
As p P

Ť

C, choose Z P C such that p P Z. By definition of C,

since Z P C, choose X P A and Y P B such that Z “ X X Y . As

X P A, we get X Ď
Ť

A. As Y P B, we get Y Ď
Ť

B. We have

p P Z “ X X Y Ď X Ď
Ť

A and p P Z “ X X Y Ď Y Ď
Ť

B. Since

p P
Ť

A and p P
Ť

B, p P p
Ť

Aq
Ş

p
Ť

Bq. End of proof of ð. �

DEFINITION 14.9. For all T , by T is a topology, we mean:

(1) T is a set of sets and

(2) xT yY “ T “ xT yfinX.

That is, a topology is a set of sets that is closed under arbitrary

union and finite intersection.

We described, intuitively what open and closed subsets of R2 are.

(More rigorous definition later.) We described why if the domain of

a function R2 99K R is not an open set, then it’s hard to study that

function at boundary points using, say, directional derivatives. Conse-

quently, it’s natural for analysts to be interested in open sets, and to

want to define what they are in a rigorous way.
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We defined T :“ topen subsets of R2u. We drew some pictures and

made the case that this set T is closed under arbitrary union and finite

intersection. We also showed that it is NOT under countably infinite

intersection, because a closed disk is not open, but can be written as a

countably infinite decreasing intersection of open disks.

Let T be a topology. In particular, T is a set of sets, so every element

of T is a set. We have
Ť

T P xT yY “ T . Then
Ť

T is an element of T
that is a superset of all the elements of T ; it’s “the biggest set in T ”.

DEFINITION 14.10. Let X be a set. Then, for all T , by T is a

topology on X, we mean

(1) T is a topology and

(2)
Ť

T “ X.

DEFINITION 14.11. By pX, T q is a topological space, we mean

(1) X is a set and

(2) T is a topology on X.

DEFINITION 14.12. Let T be a topology and let U be a set. By U

is T -open, we mean: U P T .

When the topology T is well-understood, we may simply say open

instead of T -open. Also, we often abbreviate a topological space pX, T q
as X. Also, we often study sets that have a “standard topology” that

we all know about, but that, in most situations, goes unnamed. In

such a situation, if we say that a subset is “open”, we mean that it’s

an element of that anonymous topology.

For example, we will soon be defining the standard topology on R2.

After that, when we say that a subset U of R2 is “open”, we’re saying

“U is an element of the standard topology on R2”, and the reader is

expected to know how that standard topology is defined.

If I want to describe a topology, e.g. the standard topology on R2,

it’s impractical to try to list all of its elements; the typical topology

isn’t countable. We faced the same problem when we wanted to try

to describe a subspace of a vector space. Our solution was: For me

to describe to you a subspace, I should tell you a spanning set, or,

even better, a basis for the subspace. A similar situation arises with

topologies. The analogue for a spanning set is called a “base” for the

topology:
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DEFINITION 14.13. Let T be a topology. Then, for all B, by B is

a base for T , we mean:

(1) B Ď T and

(2) xByY “ T .

Some mathematicians use “basis” instead of “base”. Be aware that,

whatever you call it, it’s more like a spanning set of a subspace than a

basis of a subspace. There’s NO assumption that each set in B is in any

way independent of the rest. In fact, in many bases, if you select any

element of the base, and then remove it, that resulting set of sets is

still a base for the same topology.

In our course, the vector spaces of interest will typically be finite

dimensional, so their subspaces always have a finite spanning set. By

contrast, most interesting topologies don’t have a finite base. However,

many interesting topologies DO have a countable base. So, even if you

can’t list all the elements of the topology (in an infinite list), you can

list the elements of a base. So, if I’m interested in a topology, and if I

want to describe it to you, if I can find a countable base for it, then I

can show you the first few elements of the base, and hope that you can

pick up the pattern, and figure out the rest. If so, then I’ve told you

my topology of interest.

Every subset of a vector space is a spanning set for some subspace.

By contrast, a set of sets may or may not be a base for a topology.

So one problem that faces us in this situation (that didn’t come up

in linear algebra) is to know when a certain collection of sets has a

possibility to be a base for a topology. So, if we’re staring at a set of

sets, how can we know if it’s a base for a topology? Here’s our answer:

PROPOSITION 14.14. Let S be a set of sets, and assume, for

all X, Y P S, that X X Y P xSyY. Then xSyY is a topology.

By Definition 14.13, once we know xSyY is a topology, it follows

that S is a base for that topology. So a buzz phrase to summarize

Proposition 14.14 is: “If every pairwise-intersection is a union, then

the set of sets is a base for some topology.”

We considered the case where S “ topen disks in R2u, and explained

why, even though an intersection of two open disks is typically NOT

a disk, it will always be a union of open disks. Then, by Proposi-

tion 14.14, that set S is a base for some topology, namely xSyY. That

topology is called the “standard topology” on R2. More on this later.
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Proof. Let T :“ xSyY. We wish to show that T is a topology. By (2)

of Remark 11.2 we have x xSyY yY “ xSyY. Then

xT yY “ x xSyY yY “ xSyY “ T ,

so xT yY “ T . So, by Definition 14.9, it remains to show: xT yfinX “ T .

Then, by Proposition 14.6, it suffices to show: @U, V P T , U X V P T .

Let U, V P T be given. We wish to show: U X V P T .

We have U P T “ xSyY, so we choose A Ď S such that U “
Ť

A.

We have V P T “ xSyY, so we choose B Ď S such that V “
Ť

B. Let

C :“ tX X Y |X P A, Y P Bu. By Lemma 14.8, p
Ť

Aq X p
Ť

Bq “
Ť

C.

Claim: C Ď T . Proof of claim: We wish to show: @Z P C, Z P T .

Let Z P C be given. We wish to show: Z P T .

By definition of C, since Z P C, choose X P A and Y P B such

that Z “ X X Y . We have X P A Ď C and Y P B Ď C. As X, Y P C,

by hypothesis, we see that XXY P xSyY. Then Z “ XXY P xSyY “ T ,

as desired. End of proof of claim.

By the claim and by (3) of Remark 11.2, we have xCyY Ď xT yY.

By (3) of Fact 14.1,
Ť

C P xCyY. Recall that xT yY “ T . Then we have

U X V “ p
Ť

Aq X p
Ť

Bq “
Ť

C P xCyY Ď xT yY “ T , as desired. �

In the next class, we will focus on using Proposition 14.14 to show:

@set X, @d P MpXq, xBdyY is a topology on X. That is, we will

construct a topology on any metric space, such that set of balls in the

metric space is a base for that topology. From this, every metric space

will have a standard topology. So, since R2 has a standard metric, we

can use that metric to create a standard topology on R2: Specifically,

that topology will be the union-closure of the set of all open disks in R2.

15. Class 15 on 26 October 2017, Th of Week 8

Midterm 2 will be on 2 November 2017, and will cover ď 17 October.

Recall: Let T be a set of sets. Then T is a topology means:

xT yY “ T “ xT yfinX.

Recall: Let T be a set of sets and let X be a set. Then T is a

topology on X means: ( T is a topology ) and (
Ť

T “ X ).

Recall: Let T be a topology and let B Ď T . Then B is a base for T
means: xByY “ T .

Recall: Let S be a set of sets. Then both of the following are true:
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(1) p@X, Y P S, X X Y P Sq ñ pxSyfinX “ Sq.
(2) p@X, Y P S, X X Y P xSyYq ñ pxSyY is a topologyq.

The buzz phrase for (1) is “if a set of sets is pairwise-intersection closed,

then it’s finite-intersection closed.” The buzz phrase for (2) is “if every

pairwise-intersection is a union, then the collection of sets forms a base

for some topology.” Also, note that (2) is Proposition 14.14, proved in

the last class.

Recall: Let pX, dq be a metric space, let p P X and let U, V P Bppq.
Then both of the following are true:

(1) pU Ď V q or pV Ď Uq.

(2) U X V P tU, V u.

Recall the quantified equivalence for union-closure: Let B be

a set of sets and let S be a set. Then: pS P xByY q iff

@p P S, DA P B s.t. p P A Ď S.

Recall the Recentering Down Lemma (Lemma 14.2): Let pX, dq

be a metric space, let B P Bd and let p P B. Then DB0 P Bppq
s.t. B0 Ď B.

FACT 15.1. Let pX, dq be a metric space, let p P X and let B P Bppq.
Then p P B.

Proof. Omitted. �

Fact 15.1 asserts: Any ball in a metric space covers its center.

FACT 15.2. Let B and C be sets. Let B0 Ď B and let C0 Ď C. Then

B0 X C0 Ď B X C.

Proof. Omitted. �

The next lemma asserts that, in any metric space, any intersection

of balls is a union of balls; consequently, by Proposition 14.14, the set

of balls is a base for some topology.

LEMMA 15.3. Let pX, dq be a metric space. Let B,C P Bd. Then

B X C P xBdyY.

Proof. By quantified-equivalence for union-closure, we wish to prove:

@p P B X C, DA P Bd s.t. p P A Ď B X C. Let p P B X C be given. We

wish to show: DA P Bd s.t. p P A Ď B X C.
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By the Recentering Down Lemma (Lemma 14.2), choose B0 P Bppq
such that B0 Ď B, and choose C0 P Bppq such that C0 Ď C. Then

B0XC0 P tB0, C0u Ď Bppq Ď Bd. Let A :“ B0XC0. Then A P Bd, and

we wish to show: p P A Ď B X C.

By Fact 15.1, since B0 P Bppq, it follows that p P B0. By Fact 15.1,

since C0 P Bppq, it follows that p P C0. Since p P B0 and p P C0, we get

p P B0 X C0. Then p P B0 X C0 “ A. It remains to show: A Ď B X C.

By Fact 15.2, B0 X C0 Ď B X C. Then A “ B0 X C0 Ď B X C. �

DEFINITION 15.4. Let pX, dq be a metric space. Then we define

Td :“ xBdyY.

FACT 15.5. Let pX, dq be a metric space. Then
Ť

Bd “ X.

COROLLARY 15.6. Let pX, dq be a metric space. Then
Ť

Td “ X.

COROLLARY 15.7. Let pX, dq be a metric space. Then Td is a

topology on X.

DEFINITION 15.8. Let pX, dq be a metric space. Then Td is called

the standard topology on pX, dq.

We described pV, | ‚ |q ÞÑ pV, d|‚|q as a “functor” from the “category”

of normed vector spaces to the “category” of metric spaces.

We described pX, dq ÞÑ pX, Tdq as a “functor” from the “category”

of metric spaces to the “category” of topological spaces.

DEFINITION 15.9. For all k P N, we define

| ‚ |k :“ the standard norm on Rk,

dk :“ d|‚|k ,

Bk :“ Bdk and

Tk :“ Tdk .

Let k P N. Then, for all p P Rk, we have

|p|k “

b

p21 ` ¨ ¨ ¨ ` p
2
k.

Also, for all p, q P Rk, we have

dkpp, qq “
a

pp1 ´ q1q2 ` ¨ ¨ ¨ ` ppk ´ qkq2.

Also, for all p P Rk, for all r ą 0, we have

Bpp, rq “ tq P Rk
| dkpp, qq ă ru.
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Also, Bk “ tBpp, rq | p P Rk, r ą 0u. Also, Tk “ xBkyY.

We described some open and non-open subsets of R2.

DEFINITION 15.10. Let | ‚ | denote absolute value on R. Then we

define BR :“ Bd|‚|.

We drew a few pictures and concluded that BR is the set of bounded

open intervals in R. We also noticed that, for all U, V P BR, we have

U X V P BR Y tHu Ď xBRyY.

DEFINITION 15.11. We define

B8 :“ t pM,8s | M P R u,
B´8 :“ t r´8, Nq | N P R u and

B˚ :“ B´8
ď

BR
ď

B8.

We drew a few pictures, and noticed that, for all U, V P B˚, we have

U X V P B˚ Y tHu Ď xB˚yY.

So, in B˚, every pairwise-intersection is a union. It follows that B˚ is

a base for some topology.

DEFINITION 15.12. We define T˚ :“ xB˚yY.

FACT 15.13. We have:
Ť

B˚ “ R˚.

COROLLARY 15.14. We have:
Ť

T˚ “ R˚.

COROLLARY 15.15. We have: T˚ is a topology on R˚.

DEFINITION 15.16. We call T˚ the standard topology on R˚.

DEFINITION 15.17. Let pX, T q be a topological space. We say that

pX, T q is metrizable if there exists d PMpXq such that T “ Td.

Let R˚ be an abbreviation for pR˚, T˚q. We discussed the question:

Is R˚ metrizable? The answer is yes, but, unfortunately, there’s no

“standard metric” on R˚, so it’s really not so helpful to think of R˚ as

a metric space. After all, what element of r0,8q should represent the

distance from ´8 to 8? There’s no obvious choice. However, there is

a standard TOPOLOGY on R˚, namely T˚.
A reasonable question is: Is every topological space metrizable? In

other words, is the functor pX, dq ÞÑ pX, Tdq : tTSsu Ñ tMSsu surjec-

tive? The answer turns out to be no, and we next explain why.
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DEFINITION 15.18. Let X be a topological space. By X is Haus-

dorff, we mean: @p, q P X, if p ‰ q, then

Dopen sets U, V in X s.t. r pp P Uq& pq P V q& pU X V “ Hq s.

We explained why metrizable topological spaces are Hausdorff.

DEFINITION 15.19. Let X be a set. Then tH, Xu is a topology

on X, and is called the indiscrete topology on X.

DEFINITION 15.20. Let pX, T q be a topological space. We say that

pX, T q is indiscrete if T is the indiscrete topology on X.

We briefly expained why, if X is a set and if #X ě 2, then the

topological space pX, tH, Xuq is NOT Hausdorff, and is therefore not

metrizable. So not every topological space is metrizable.

In this course, we will take the point of view that a every interesting

topological space is metrizable. (A value judgment!) Consequently,

any non-Hausdorff topological space is uninteresting.

DEFINITION 15.21. Let A and B be sets of sets. By ( A is finer

than B ) or by ( B is coarser than A ), we mean: A Ě B.

Let X be a set. Recall that 2X denotes the set of all subsets of X.

Among the topologies on X, the coarsest is tH, Xu. There is also a

finest topology on X, namely 2X .

DEFINITION 15.22. Let X be a set. Then 2X is a topology on X,

and is called the discrete topology on X.

DEFINITION 15.23. Let pX, T q be a topological space. We say that

pX, T q is discrete if T is the discrete topology on X.

So, on R2, we now have introduced three topologies: indiscrete, dis-

crete and T2. The indiscrete topology on R2 is uninteresting because

it’s not even Hausdorff (and hence not metrizable). It turns out that

the discrete topology on R2 is too fine to be useful, so it’s also uninter-

esting. (More on this later.) Following Goldilocks, T2 is “just right”.

The same situation arises on R˚. The indiscrete topology on R˚ is

too coarse to be useful, the discrete topology on R˚ is too fine to be

useful, and the standard topology T˚ is just right.

Let k P N. The same situation arises on Rk. The indiscrete topology

on Rk is too coarse to be useful, the discrete topology on Rk is too fine

to be useful, and Tk is just right.
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Recall: For any topological space pX, T q, for any U Ď X, by U is

open or T -open, we mean: U P T .

DEFINITION 15.24. Let pX, T q be a topological space. Let C Ď X.

By C is closed or T -closed, we mean: XzC P T .

That is, a set is closed iff its complement is open.

We studied various sets in R2. Intuitively, a set in R2 is T2-open iff

it contains NONE of its boundary points. Intuitively, a set in R2 is

T2-closed iff it contains ALL of its boundary points. We verified that

many sets in R2 are neither T2-open nor T2-closed.

So be aware: open is NOT the opposite of closed. So, for example,

if you are asked to show that some set is closed, it is NOT enough

to show that it’s not open.

In any topological space X, both H and X are “clopen” meaning

“both closed and open”. So every topological space has at least two

clopen sets. We’ll eventually see that some topological spaces have

more than two, but, first, it will be very helpful to define and study

(1) relative norms,

(2) relative metrics and

(3) relative topologies.

DEFINITION 15.25. Let pV, | ‚ |q be a normed vector space and let

S be a subspace of V . Then | ‚ |S :“ p| ‚ |q|S P N pSq, and | ‚ |S is called

the relative norm on S inherited from pV, | ‚ |q.

DEFINITION 15.26. Let pX, dq be a metric space and let S Ď X.

Then dS :“ d|pS ˆ Sq P MpSq, and dS is called the relative metric

on S inherited from pX, dq.

DEFINITION 15.27. Let S be a set of sets and let A be a set. Then

the restriction of S to A is tX X A |X P Su, and is denoted either

by SA or by S|A.

FACT 15.28. Let S be a set of sets and let A be a set. Then we have:

xS|AyY “ pxSyYq|A.

Fact 15.28 is sometimes expressed by saying that “restriction and

union-closure commute”.

DEFINITION 15.29. Let pX, T q be a topological space. Let A Ď X.

Then TA is a topology on A, and TA is called the relative topology

on A inherited from pX, T q.
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We looked at the unit circle in R2. We discussed

‚ its relative metric inherited from pR2, d2q and

‚ its relative topology inherited from pR2, T2q.

NOTE: That relative metric is sometimes called the “chord metric”, for

which the distance between two points on the circle is the length of the

chord connecting them. There is also the “Riemannian metric”, and,

for that metric, the distance between two points is the length of the

arc connecting them. We will not study Riemannian metrics.

We looked at the unit sphere in R3. We discussed

‚ its relative metric inherited from pR3, d3q and

‚ its relative topology inherited from pR3, T3q.

NOTE: That relative metric is sometimes called the “chord metric”,

for which the distance between two points on the sphere is the length

of the chord connecting them. There is also the “Riemannian metric”,

and, for that metric, the distance between two points is the length

of the arc connecting them. We will not study Riemannian metrics.

Fix a moment in time. Let T be the function that, to any point

on the surface of the earth, associates the temperature at that point

at that moment. We think of the surface of the earth as a sphere in R3.

Then T is a function whose domain is that sphere. To analyze T using

techniques from calculus, we want to “do calculus” on that sphere.

Even to talk about limits (much less derivatives and integrals), we will

need to specify a topology on that sphere. There are many topologies,

some too coarse to be useful, some too fine. Experience has shown: the

“just right” topology is the relative topology inherited from pR3, T3q.

16. Class 16 on 31 October 2017, Tu of Week 9

Assigned HW#41.

DEFINITION 16.1. Let X be a topological space, q P X, V Ď X.

By V is a neighborhood of q in X, we mean: DU s.t. U is open in X

and s.t. q P U Ď V .

We use nbd as an abbreviation for “neighborhood”.

We gave some examples of neighborhoods of a point in R2.

DEFINITION 16.2. For any topological space X, for any q P X, we

define NXpqq :“ tV Ď X |V is a neighborhood of q in Xu.
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When X is clear, we sometimes write N pqq for NXpqq.

REMARK 16.3. Let X be a topological space, q P X. Then

(1) @V P NXpqq, q P V ,

(2) @V P NXpqq, @W Ď X, r pW Ě V q ñ pW P NXpqqq s and

(3) @V,W P NXpqq, V XW P NXpqq.

Proof. Omitted. �

We next prove that an open set is a neighborhood of any of its points:

REMARK 16.4. Let X be a topological space, let V be an open subset

of X and let q P V . Then V P NXpqq.

Proof. We wish to show that Dopen U in X such that q P U Ď V .

Let U :“ V . By assumption, V is open in X, so U is open in X. We

wish to show: q P U Ď V . By assumption, q P V . Then q P V “ U . It

remains to show: U Ď V . We have U “ V Ď V , as desired. �

COROLLARY 16.5. Let X be a topological space and let W Ď X.

Assume that W is open in X. Then, @q P W, DV P NXpqq s.t. V Ď W .

Proof. Given q P W . We wish to show: DV P NXpqq s.t. V Ď W . Let

V :“ W . Then V “ W Ď W . It remains only to show that V P NXpqq.

Since W is open in X and q P W , it follows, from Remark 16.4, that

W P NXpqq. Then V “ W P NXpqq, as desired. �

Assigned HW#42 and HW#43.

Recall that, by Proposition 14.14, for any set R of sets, if

every pairwise-
Ş

is a
Ť

, i.e., @W,W 1 P R, W XW 1 P xRyY,

then

R is a base for a topology, i.e., xRyY is a topology.

FACT 16.6. Let S and T be topologies. Let

R :“ t U ˆ V | U P S, V P T u.

Then xRyY is a topology.

Proof. By Proposition 14.14, we wish to show, for all W,W 1 P R, that

W XW 1 P xRyY. Given W,W 1 P R. We wish to show: W XW 1 P xRyY.

By definition of x‚yfinX, we have WXW 1 P xRyfinX. By HW#43, we

get xRyfinX “ R. By the superset property of x‚yY, we get R Ď xRyY.

Then W XW 1 P xRyfinX “ R Ď xRyY, as desired. �
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If pX,Sq and pY, T q are topological spaces, then an open rectangle

in X ˆ Y is a subset U ˆ V of X ˆ Y such that U P S and V P T .

That is, an open rectangle is the Cartesian product of an open set in

X by an open set in Y .

HW#43 essentially says that, for any two topological spaces X and

Y , the set of open rectangles in X ˆ Y is closed under finite intersec-

tion. It’s easy to see that, if a collection of sets is closed under finite

intersection, then any pairwise-intersection is a union, and so that col-

lection of sets is a base for some topology. Putting this together, we get

Fact 16.6, which asserts that for any two topological spaces X and Y ,

the set of open rectangles forms a base for a topology on X ˆ Y ; that

topology is called the product topology.

Under the standard bijection R ˆ R ãÑą R2, the standard metric

on R2 corresponds to a metric d on R ˆ R. Then Td “ xBdyY is the

topology whose base is the set Bd of all open d-balls. We explained

why the product topology on Rˆ R is equal to Td.
Recall: For any normed vector space pV, | ‚ |q, for any subspace S of

V , we defined | ‚ |S :“ p| ‚ |q|S P N pSq. Recall: For any metric space

pM,dq, for any S ĎM , we defined dS :“ d|pSˆSq PMpSq. Recall: For

any set V of sets, for any set S, we defined V |S :“ tU XS |U P Vu and

VS :“ V |S. Recall: For any topological space pX, T q, for any S Ď X,

that TS is a topology on X.

We have the following “transitivity” result:

PROPOSITION 16.7. All of the following are true:

(1) @normed vector space pV, | ‚ |q, @subspace S of V , @subspace R

of S, we have: p| ‚ |SqR “ | ‚ |R.

(2) @metric space pM,dq, @S ĎM , @R Ď S, we have: pdSqR “ dR.

(3) @top. space pX, T q, @S Ď X, @R Ď S, we have: pTSqR “ TR.

Proof. Unassigned HW. �

We can generalize (3) of Proposition 16.7: @set V of sets, @set S,

@R Ď S, we have: pVSqR “ VR. The proof is again unassigned HW.

Let pV, | ‚ |q be a normed vector space and let S be a subspace of V .

Then there are TWO possible metrics on S: First, we can restrict the

norm, and then form the metric of the restricted norm. This yields

d|‚|S . Second, we can form the metric of the orignal norm, and then

restrict that metric. This yields pd|‚|qS. These two agree:



NOTES 1 119

PROPOSITION 16.8. For any normed vector space pV, |‚|q, for any

subspace S of V , we have: d|‚|S “ pd|‚|qS.

Proof. Unassigned HW. �

Let pX, dq be a metric space and let S Ď X. Then there are TWO

possible topologies on S: First, we can restrict the metric, and then

form the topology of the restricted metric. This yields TdS . Second,

we can form the topology of the orignal metric, and then restrict that

topology. This yields pTdqS. These two agree:

PROPOSITION 16.9. For any metric space pX, dq, for any S Ď X,

we have: TdS “ pTdqS.

Proof. Unassigned HW. �

Recall, for all k P N, that | ‚ |k denotes the standard norm on Rk,

that dk “ d|‚|k denotes the standard metric in Rk and that Tk “ Bdk

denotes the standard topology on Rk.

DEFINITION 16.10. Let k P N. Then:

(1) @subspace S of Rk, we define | ‚ |S :“ p| ‚ |kqS
(2) @S Ď Rk, we define dS :“ pdkqS.

(3) @S Ď Rk, we define TS :“ pTkqS.

Next, we turn to one-dimensional topology. That is, we look to R
and R˚, and discuss relative structures on subsets. Recall that R has

a standard vector space structure, where vector addition is addition of

real numbers and scalr multiplication is multiplication of real numbers.

On the other hand, R˚ isn’t, in any natural way, a vector space, so we

can’t really discuss norms on R˚. We do have a standard norm on R,

namely absolute value. However, there are only two subspaces of the

vector space R, namely t0u and R, and these aren’t interesting enough

to make it worthwhile to restrict the absolute value norm. So we move

on to metrics. We’ll talk about the difficulties in metrizing R˚ later,

but, for now, let’s focus R and its subsets:

DEFINITION 16.11. Let | ‚ | P N pRq denote absolute value. For all

S Ď R, we define dS :“ pd|‚|qS.

Let | ‚ | P N pRq continue to denote absolute value. Then | ‚ |R “ |‚ |,

and so, by Definition 16.11, we get dR “ d|‚|. Then, for all a, b P R, we

have dRpa, bq “ |a´ b|.
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Next, let’s recall the standard topology T˚ on R˚. Let | ‚ | P N pRq
continue to denote absolute value. We defined

BR :“ Bd|‚| “ BdR ,
B8 :“ t pM,8s | M P R u,

B´8 :“ t r´8, Nq | N P R u,
B˚ :“ B´8

ď

BR
ď

B8 and

T˚ :“ xB˚yY.

Recall that, for any metric space pX, cq, we defined Tc :“ xBcyY; it

is the union-closure of the set of all balls in the c metric.

Let |‚| P N pRq continue to denote absolute value; then dR “ d|‚|. For

any metric c on R˚, recall that Tc “ xBcyY denotes the topology on R˚
generated by the set of balls in the c metric. For any metric c on R˚,
recall that cR “ c|pR ˆ Rq denotes the restriction of c to a relative

metric on R. It turns out that there exist a metric c on R˚ such that

Tc “ T˚. In fact, there are many such metrics, and none of them is,

in any way, a natural choice. There also exists a metric c on R˚ such

that cR “ dR. Once again, there are many such metrics, and none

of them is, in any way, a natural choice. It is not too hard to prove

that there does NOT exist a metric c on R˚ such that both Tc “ T˚ and

cR “ dR. From these remarks, we take the point of view that, while

pR˚, T˚q is metrizable, there is no standard metric on R˚.
We now have TWO different natural ways to get a topology on R.

First, we can take the topology T˚, and restrict it to R. This yields pT˚qR.

Second, we can take the metric dR, and use it to create a topology. This

yields TdR . These two agree:

PROPOSITION 16.12. We have: pT˚qR “ TdR.

Proof. Unassigned HW. �

DEFINITION 16.13. For any subset S Ď R˚, we define TS :“ pT˚qS.

According to Definition 16.13, we have TR “ pT˚qR. So, by Proposi-

tion 16.12, we have TR “ pT˚qR “ TdR .

Let pX, T q be a topological space, let S Ď X and let U Ď S. If we

were to say that U is “open”, there would be some amiguity: We might

mean that U is an element of the topology T on X, OR we might mean
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that U is an element of the relative topology T |S on S. We typically

distinguish these cases as follows: In the former case, we would say

“U is open in X”. In the latter case, we would say “U is open in S”.

REMARK 16.14. Let X be a topological space, S Ď X. Then

topen subsets of Xu | S “ topen subsets of Su.

Proof. This is the definition of the relative topology. �

COROLLARY 16.15. Let X be a topological space, S Ď X. Then

(1) @open V in X, V X S is open in S and

(2) @open U in S, Dopen V in X s.t. U “ V X S.

Proof. We leave it as unassigned HW to show that Ď in Remark 16.14

implies (1), and that Ě in Remark 16.14 implies (2). �

We call (1) of Corollary 16.15 the “restriction result for open sets”.

We call (2) of Corollary 16.15 the “extension result for open sets”.

Recall that a subset C of a topological space X is said to be “closed”

if XzC is closed.

Let X be a topological space, let S Ď X and let C Ď S. Then,

by “C is closed in X”, we mean: XzC is open in X. Also, by “C is

closed in S”, we mean: SzC is open in S.

REMARK 16.16. Let X be a topological space, S Ď X. Then

tclosed subsets of Xu | S “ tclosed subsets of Su.

Proof. Unassigned HW. �

COROLLARY 16.17. Let X be a topological space, S Ď X. Then

(1) @closed D in X, D X S is closed in S and

(2) @closed C in S, Dclosed D in X s.t. C “ D X S.

Proof. We leave it as unassigned HW to show that Ď in Remark 16.16

implies (1), and that Ě in Remark 16.16 implies (2). �

We call (1) of Corollary 16.17 the “restriction result for closed sets”.

We call (2) of Corollary 16.17 the “extension result for closed sets”.

Let pX, T q be a topological space, let S Ď X and let q P S. Then

NXpqq denotes the set of all neighborhoods of q in pX, T q, while NSpqq

denotes the set of all neighborhoods of q in pS, T |Sq.
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REMARK 16.18. Let X be a topological space, S Ď X, q P S. Then

NXpqq | S “ NSpqq.

Proof. Unassigned HW. �

COROLLARY 16.19. Let X be a top. space, S Ď X, q P S. Then

(1) @V P NXpqq, V X S P NSpqq and

(2) @U P NSpqq, DV P NXpqq s.t. U “ V X S.

Proof. We leave it as unassigned HW to show that Ď in Remark 16.18

implies (1), and that Ě in Remark 16.18 implies (2). �

We call (1) of Corollary 16.19 the “restriction result for nbds”. We

call (2) of Corollary 16.19 the “extension result for nbds”.

Let S :“ r1, 2s Y r3, 4q Y t5u. We discussed why r1, 2s, r3, 4q and

t5u are all clopen in S. This motivated the following two definitions.

DEFINITION 16.20. Let S be a topological space. Then, by S is

connected, we mean: @clopen A in S, [ (A “ H) or (A “ S) ].

For example, R is connected. Also, for all k P N, Rk is connected.

However, r1, 2s Y r3, 4q Y t5u is not connected.

DEFINITION 16.21. Let S be a topological space, p P S. Then,

by p is isolated in S, we mean: tpu is open in S.

For example, 5 is isolated in r1, 2sYr3, 4qYt5u. So, in the topological

spaces that we study in this course, it can happen that a singleton set

is open, and, in this case, its point is an isolated point.

Next we consider whether singleton sets may not be closed.

DEFINITION 16.22. Let X be a topological space. Then, by X is T1,

we mean: @p P X, tpu is closed.

When using the indiscrete topology on a set with two or more points,

a singleton set is neither open nor closed, so such a topological space

is NOT T 1. However, the indiscrete topology is typically too coarse to

be of interest to us.

Typically, the topological spaces we consider are all metrizable. We

explained earlier why metrizable implies Haudsdorff. The next result

states that Hausdorff implies T 1. Consequently, the topological spaces

of interest to us are always T 1. So, in our topological spaces, singleton

sets are closed. So, throughout this course, when we encounter an

isolated point, its singleton set isn’t just open; it is clopen.
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FACT 16.23. Let X be a Hausdorff topological space. Then X is T 1.

Proof. We wish to prove: @p P X, tpu is closed in X. Let p P X be

given. We wish to prove: tpu is closed in X. That is, we wish to prove

Xztpu is open in X. Let W :“ Xztpu. We wish to prove W is open

in X. By HW#42, it suffices to show: @q P W, DV P NXpqq s.t. V Ď W .

Let q P W be given. We wish to show: DV P NXpqq s.t. V Ď W .

Since q P W “ Xztpu, it follows that p ‰ q. So, since X is Hausdorff,

by Definition 15.18, choose open set U, V in X s.t. p P U and q P V and

U X V “ H. By Remark 16.4, V P NXpqq. We wish to show: V Ď W .

Since p P U , we get Xztpu Ě XzU . Since V Ď X and U XV “ H, it

follows that V Ď XzU . Then V Ď XzU Ď Xztpu “ W , as desired. �

17. Class 17 on 7 November 2017, Tu of Week 10

Assigned HW#46 and HW#47.

DEFINITION 17.1. For any set Z, for any S Ď 2Z, we define

č

ZS :“

#

Ş

S, if S ‰ H
Z, if S “ H.

FACT 17.2. Let Z be a set and let S Ď 2Z. For all A Ď Z, define

A1 :“ ZzA. Define S 1 :“ tA1 |A P Su. Then

(1)
´

ŞZ S
¯1

“
Ť

pS 1q and

(2)
`
Ť

S
˘1
“

ŞZ
pS 1q.

Proof. Unassigned HW. �

DEFINITION 17.3. Let Z be a set and let S Ď 2Z. Then we define

xSyZX :“ xSyX Y tZu, and

xSyZfinX :“ xSyfinX Y tZu.

DEFINITION 17.4. Let S be a set of sets. Then we define

xSyfinY :“
!

ď

A | pH ‰ A Ď Sq and p#A ă 8q
)

.

Assigned HW#48.

A topological space is discrete iff all of its points are isolated:

THEOREM 17.5. Let Z be a topological space. Then

r Z is discrete s ô r @p P Z, tpu is open in Z s.
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Proof. Let T :“ topen subsets of Zu. We wish to show:

r T “ 2Z s ô r @p P Z, tpu P T s.

Proof of ñ: Assume T “ 2Z . We wish to show: @p P Z, tpu P T .

Let p P Z be given. We wish to show: tpu P T .

Since p P Z, we get tpu Ď Z, so tpu P 2Z . Then tpu P 2Z “ T , as

desired. End of proof of ñ.

Proof ofð: Assume @p P Z, tpu P T . We wish to show: T “ 2Z . We

have T “ topen subsets of Zu Ď 2Z . It remains to show: 2Z Ď T . So,

by the quantified equivalence for Ď, we wish to show: @S P 2Z , S P T .

Let S P 2Z be given. We wish to show: S P T .

We know: @p P S, tpu P T . Then ttpu | p P Su Ď T . Then
Ť

ttpu | p P Su Ď xT yY. We have S “
Ť

ttpu | p P Su. Since T is a

topology, we have xT yY “ T . Then S “
Ť

ttpu | p P Su Ď xT yY “ T ,

as desired. End of proof of ð. �

DEFINITION 17.6. For any set A, for any p, let Aˆp :“ Aztpu.

DEFINITION 17.7. For any set S of sets, for any p, we define

Sˆˆp :“ tAˆp |A P Su.

DEFINITION 17.8. For any metric space pM,dq, for any p P M ,

for any r ą 0, we define Bˆd pp, rq :“ pBdpp, rqq
ˆ
p .

If d is clear, we write Bpp, rq for Bdpp, rq, and Bˆpp, rq for Bˆd pp, rq.

DEFINITION 17.9. For any metric space pM,dq, for any p P M ,

we define Bˆd ppq :“ pBdppqqˆˆp .

If d is clear, we write Bppq for Bdppq, and Bˆppq for Bˆd ppq.

DEFINITION 17.10. For any topological space Z, for any p P Z, we

define Nˆ
Z ppq :“ pNZppqq

ˆˆ
p .

If Z is clear, we write N ppq for NZppq, and Nˆppq for Nˆ
Z ppq.

Recall that a set in NZppq is called a neighborhood of p in Z. A set

in Nˆ
Z ppq is called a punctured neighborhood or pnbd of p in Z.

REMARK 17.11. Let Z be a topological space, let S Ď Z and let

y P S. Then pNˆ
Z pyqq|S “ Nˆ

S pyq.

Proof. Unassigned HW. �

COROLLARY 17.12. Let Z be a top. space, S Ď Z, y P S. Then
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(1) @Q P Nˆ
X pyq, QX S P Nˆ

S pyq and

(2) @P P Nˆ
S pyq, DQ P Nˆ

X pyq s.t. P “ QX S.

Proof. We leave it as unassigned HW to show that Ď in Remark 17.11

implies (1), and that Ě in Remark 17.11 implies (2). �

We call (1) of Corollary 17.12 the “restriction result for pnbds”. We

call (2) of Corollary 17.12 the “extension result for pnbds”.

We drew a Venn diagram to illustrate the restriction and extension

results for each of the following:

(1) open sets,

(2) closed sets,

(3) neighborhoods and

(4) punctured neighborhoods.

DEFINITION 17.13. Let Z be a topological space, and let p P Z.

For all B, by B is a neighborhood base at p in Z, we mean:

(1) B Ď NZppq and

(2) @V P NZppq, DU P B s.t. U Ď V .

Any neighborhood of p covers p, so, in Definition 17.13, if you wish,

you can replace “U Ď V ” by “p P U Ď V ”.

FACT 17.14. Let Z be a topological space, let Z0 Ď Z and let p P Z0.

Let B be a neighborhood base at p in Z. Let B0 :“ B|Z0. Then B0 is a

neighborhood base at p in Z0.

Proof. Since B be a neighborhood base at p in Z, it follows, from (1)

of Definition 17.13, that B Ď NZppq. So, since restriction is monotonic,

we get B|Z0 Ď pNZppqq|Z0. By Remark 16.18, pNZppqq|Z0 “ NZ0ppq.

Then B0 “ B|Z0 Ď pNZppqq|Z0 “ NZ0ppq. Following Definition 17.13

(replacing Z by Z0, U by U0 and V by V0), it remains only to show:

@V0 P NZ0ppq, DU0 P B0 s.t. U0 Ď V0. Let V0 P NZ0ppq be given. We

wish to show: DU0 P B0 s.t. U0 Ď V0.

By extension of neighborhhoods (see (2) of Corollary 16.19), choose

V P NZppq s.t. V0 “ V XZ0. Then, since B is a neighborhood base at p

in Z, choose U P B s.t. U Ď V . Since U P B, we get UXZ0 P B|Z0. Let

U0 :“ U X Z0. Then U0 P B|Z0 “ B0, and we wish to show: U0 Ď V0.

As U Ď V , U XZ0 Ď V XZ0. Then U0 “ U XZ0 Ď V XZ0 “ V0. �

We assigned HW#49.
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We calll Fact 17.14 the “restriction result for neighborhood bases”.

There is no perfect extension result for neighborhood bases; if you

have a neighborhood base in a subspace, you can extend all of its

neighborhoods, but, if you don’t do it carefully, you won’t end up with

a neighborhood base in the ambient space. However if the subspace

is OPEN in the ambient space, then, by HW#50, the neighborhood

base in the subspace is, without change, a neighborhood base in the

ambient space.

In the next result, when we say “Bppq is a neighborhood base at p

in Z”, it is understood that Z is given the topology Td. So, if you wish

to be more detailed, you could say “Bppq is a neighborhood base at p

in pZ, Tdq”.

THEOREM 17.15. Let pZ, dq be a metric space and let p P Z. Then

Bppq is a neighborhood base at p in Z.

Proof. By Definition 17.13 (with U replaced by B), we wish to show:

(1) Bppq Ď N ppq.
(2) @V P N ppq, DB P Bppq s.t. B Ď V .

Proof of (1): We wish to show: @B P Bppq, B P N ppq. Let B P Bppq
be given. We wish to show: B P N ppq.

We have B P Bd Ď xBdyY “ Td, so B is open in Z. Also, since

B P Bppq, it follows that p P B. Recall (Remark 16.4) that every open

set is a neighborhood of each of its points. Then B P N ppq, as desired.

End of proof of (1).

Proof of (2): Given V P N ppq. Want: DB P Bppq s.t. B Ď V .

By definition of neighborhood, since V P N ppq, choose an open

subset U of Z s.t. p P U Ď V . We have U P Td “ xBdyY. Then

p P U P xBdyY, so, by the quantified equivalence for x‚yY, choose

C P Bd s.t. p P C Ď U . Since p P C P Bd, by the Recentering Down

Lemma (Lemma 14.2), choose B P Bppq s.t. B Ď C. We wish to show:

B Ď V .

We have B Ď C Ď U Ď V , as desired. End of proof of (2). �

Recall:

(1) B8 “ t pM,8s | M P R u,
(2) B´8 “ t r´8, Nq | N P R u,
(3) BR “ BdR “ tbounded open intervals in Ru,
(4) B˚ “ B8 Y BR Y B´8,
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(5) @U, V P B˚, U X V P B˚ Y tHu Ď xB˚yY,

(6) T˚ “ xB˚yY,

(7) N˚ “ N Y t8u and

(8) TN˚ “ T˚ |N˚.
The standard topology on R˚ is T˚. The standad topology on N˚ is TN˚ .

Assigned HW#50.

HW#50 asserts that B8 is a neighborhood base at 8 in R˚.

Unassigned HW: Show: B´8 is a neighborhood base at ´8 in R˚.

By HW#50 and the restriction result for neighborhood bases (Fact 17.14),

we conclude: B8 |N˚ is a neighborhood base at 8 in N˚. We computed

B8 |N˚ “ t tj, j ` 1, j ` 2, ¨ ¨ ¨ u Y t8u | j P Nu.

Then: pB8 |N˚qˆˆ8 “ t tj, j ` 1, j ` 2, ¨ ¨ ¨ u | j P Nu.
Recall: For any function f , for any set S,

f˚pSq “ t fpxq | x P pdomrf sq X Su and

f˚pSq “ tx P domrf s | fpxq P Su.

The next result is “forward-image containment equivalency”; see (7)

in the list of quantified equivalencies.

FACT 17.16. For any function f , for any sets S and T ,

r f˚pSq Ď T s ô r @x P domrf s, p px P Sq ñ pfpxq P T q q s.

Proof. Unassigned HW. �

We took the point of view that:

‚ Analysts like normed vector spaces.

‚ Geometers like metric spaces.

‚ Topologists like topological spaces.

From this perspective, Theorem 17.15 gives topologists and geome-

ters something common. When working in a metric space, there’s

a natural topology to use: the union-closure of the set of balls in the

metric. To approximate a point p, the geometer would use smaller

and smaller balls about p, whereas the topologist would use smaller

and smaller neighborhoods of p. The topologist would say “Why work

with something geometric, like balls about a point p? There are lots
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of neighborhoods of p that are not round, but they can be very impor-

tant. Why ignore them?” The savvy geometer might answer, “Why

work with something non-geometric, like some amoeba-like neighbor-

hood of p? I like geometric objects, because they have nice properties,

and because there are fewer of them to track. Anyway, it doesn’t really

matter because the set of balls about p is a neighborhood base at p.

So, for any approximation you might make with some neighborhood

of p, I can make a better approximation using a ball centered at p. So

anything you can do, I can do, and I don’t have to keep track of so

many weird-looking sets.”

When working in a normed vector space, the geometer would use

the norm | ‚ | to create a metric d, defined by dpp, qq “ |p´ q|. To ap-

proximage a point p, the geometer would use smaller and smaller balls

about p. The analyst prefers inequalities, so saying “q approximates p”

would be expressed as “|q ´ p| ă r and r is small”. To get better and

better approximations, make r smaller and smaller. From this per-

spective, the next result gives a way of translating between geometric

statements and analytic statements.

FACT 17.17. Let pV, | ‚ |q be a normed vector space, let p, q P V and

let r ą 0. Then

(1) r q P Bpp, rq s ô r | p ´ q | ă r s and

(2) r q P Bˆpp, rq s ô r 0 ă | p ´ q | ă r s.

Proof. Unassigned HW. �

A geometer would typically prefer statements involving balls and

punctured balls, e.g., “q P Bpp, rq” or “q P Bˆpp, rq”. Using Fact 17.17,

we can translate these into analytic statements, namely: “|p´ q| ă r”

and “0 ă |p´ q| ă r”, respectively.

DEFINITION 17.18. Let Y and Z be topological spaces. Let f :

Y 99K Z. Let a P Y and b P Z. By

near a in Y , f Ñ b in Z or

f Ñ b in Z near a in Y or

fpxq Ñ b in Z as xÑ a in Y ,

we mean: @V P NZpbq, DU P Nˆ
Y paq s.t. f˚pUq Ď V .

In Definition 17.18, the text “Ñ” is read “approaches”. Sometimes

Y and Z are clear, and we may omit “in Y ” and “in Z”, obtaining
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near a, f Ñ b or

f Ñ b near a or

fpxq Ñ b as xÑ a.

In the third choice, “fpxq Ñ b as x Ñ a”, you may choose to use

another variable. So, e.g., “fptq Ñ b as t Ñ a” is also equivalent to

“f Ñ b near a”. If you say, e.g., “fpsq Ñ b as sÑ a”, remember that

s must be unbound at the start, and becomes unbound again at the

end. If s is already bound, then you need to use another variable.

To stress that we use punctured neighborhoods of a, but unpunctured

neighborhoods of b, I sometimes say:

p.near a, f Ñ b or

f Ñ b p.near a or

fpxq Ñ b as xÑ‰ a.

Here, “p.near” is an abbreviation for “punctured near”. Also, the text

“xÑ‰ a” is read “x approaches a without equaling a”.

We defined a function f : r0, 4s Ñ R by

fpxq “

#

3x´ 5, if x ‰ 2

6, if x “ 2.

In the next class, we will prove that f Ñ 1 in R near 2 in R. The proof

will be based on the next lemma, which tells us that “in studying limits,

it’s okay to think like a geometer”. More specifically, if we take the

point of view that a geometer likes to work with neighborhood bases,

and particularly with neighborhood bases consisiting of “geometrically

nice” sets (like balls, disks, intervals), then the following will be useful:

LEMMA 17.19. Let Y and Z be topological spaces. Let f : Y 99K Z.

Let a P Y and b P Z. Let A be a neighborhood base of a in Y , and let

B be a neighborhood base of b in Z. Then

p f Ñ b near a q ô p @B P B, DA P Aˆˆa s.t. f˚pAq Ď B q.

Proof. Next class. �

In the case of the function f : r1, 4s Ñ R defined above, we consider

that f : R 99K R, and wish to prove f Ñ 1 in R near 2 in R. We use

Y “ R, Z “ R, a “ 2, b “ 1. We use the standard metric dR on R, so:

@δ ą 0, Bp2, δq “ p2´ δ, 2` δq and Bˆp2, δq “ p2´ δ, 2` δqzt2u. Also,
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@ε ą 0, Bp1, εq “ p1´ ε, 1` εq. In applying Lemma 17.19, we use

A “ Bp2q “ tBp2, δq | δ ą 0u and

B “ Bp1q “ tBp1, εq | ε ą 0u.

Then Aˆˆa “ tBˆp2, δq | δ ą 0u.

In the next class, we will prove: f Ñ 1 in R near 2 in R. Equivalently,

by Lemma 17.19,

@B P B, DA P Aˆˆa s.t. f˚pAq Ď B.

Equivalently,

@ε ą 0, Dδ ą 0 s.t. f˚pB
ˆ
p2, δqq Ď Bp1, δq.

Equivalently, by forward-image containment equivalency (Fact 17.16),

@ε ą 0, Dδ ą 0 s.t. @x P domrf s,

r x P Bˆp2, δq s ñ r fpxq P Bp1, εq s.

Equivalently, by Fact 17.17,

@ε ą 0, Dδ ą 0 s.t. @x P domrf s,

r 0 ă | x ´ 2 | ă δ s ñ r | rfpxqs ´ 1 | ă ε s.

NOTE: We just translated a topological statement

f Ñ 1 in R near 2 in R

into a geometric statement

@ε ą 0, Dδ ą 0 s.t. @x P domrf s,

r x P Bˆp2, δq s ñ r fpxq P Bp1, εq s,

and then into an analytic statement

@ε ą 0, Dδ ą 0 s.t. @x P domrf s,

r 0 ă | x ´ 2 | ă δ s ñ r | rfpxqs ´ 1 | ă ε s.

This last statement is what we will prove in the next class.
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18. Class 18 on 9 November 2017, Th of Week 10

We recalled Definition 17.18. Combined with Fact 17.16, we obtained

the following triply quantified (with implication) formulation of the

definition of the statement f Ñ b near a.

COROLLARY 18.1. Let Y and Z be topological spaces, f : Y 99K Z,

a P Y , b P Z. Then: r f Ñ b near a s iff

r @V P NZpbq, DU P Nˆ
Y paq s.t., @x P domrf s,

px P U q ñ p fpxq P V q s.

Proof. Omitted. �

We also recalled Lemma 17.19. Combined with Fact 17.16, we ob-

tained the following triply quantified (with implication) formulation of

the definition of the statement f Ñ b near a, given neighborhood bases

of a and b.

COROLLARY 18.2. Let Y and Z be topological spaces, f : Y 99K Z,

a P Y , b P Z. Let A be a neighborhood base of a in Y . Let B be a

neighborhood base of b in Z. Then: r f Ñ b near a s iff

r @V P B, DU P Aˆˆa s.t., @x P domrf s,

px P U q ñ p fpxq P V q s.

Proof. Omitted. �

Let Y and Z be metric spaces. Recalled Theorem 17.15 to under-

stand neighborhood bases in metric spaces. We combined this with

Fact 17.17 and obtained the following analyst’s triply quantified (with

implication) quantified equivalence of f Ñ b in Z near a in Y . This

lead to:

COROLLARY 18.3. Let Y and Z be metric spaces, f : Y 99K Z,

a P Y , b P Z. Then: r f Ñ b near a s iff

r @ε ą 0, Dδ ą 0 s.t., @x P domrf s,

p 0 ă dY px, aq ă δ q ñ p dZpfpxq, bq ă ε q s.

Proof. Omitted. �

For normed vector spaces, the quantified equivalence reads:
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COROLLARY 18.4. Let Y , Z be normed vector spaces, f : Y 99K Z,

a P Y , b P Z. Then: r f Ñ b near a s iff

r @ε ą 0, Dδ ą 0 s.t., @x P domrf s,

p 0 ă | x ´ a |Y ă δ q ñ p | rfpxqs ´ b |Z ă ε q s.

Proof. Omitted. �

We also did a hybrid quantified equivalence in the case where the su-

perdomain Y is a topological space, and the superimage Z is a normed

vector space:

COROLLARY 18.5. Let Y be a topological space. Let Z be a normed

vector space. Let f : Y 99K Z, a P Y , b P Z. Then: r f Ñ b near a s

iff

r @ε ą 0, DU P Nˆ
Y paq s.t., @x P domrf s,

px P U q ñ p | rfpxqs ´ b |Z ă ε q s.

Proof. Omitted. �

Now, let’s move to the one-dimensional case, where Y “ Z “ R˚.
First R “ YBR P xBRyY Ď xB˚yY “ T˚, so R is open in R˚. For

all a P R, by Theorem 17.15, we see that Bpaq is a neighborhood base

at a in R. Then, since R is open in R˚, by HW#49, for all a P R,

we see that Bpaq is a neighborhood base at a in R˚. We can use this

to understand limits of partial functions f : R˚ 99K R˚. Here’s the

quantified equivalence for f Ñ b near a, when a, b P R:

LEMMA 18.6. Let f : R˚ 99K R˚, a, b P R. Then: r f Ñ b near a s

iff

r @ε ą 0, Dδ ą 0 s.t., @x P domrf s,

p 0 ă | x ´ a | ă δ q ñ p | rfpxqs ´ b | ă ε q s.

Proof. Omitted. �

We applied this to a special case:

THEOREM 18.7. Define f : r0, 4s Ñ R by

fpxq “

#

3x´ 5, if x ‰ 2

6, if x “ 2.

Then f Ñ 1 in R˚ near 2 in R˚
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Proof. By Lemma 18.6, we wish to show:

r @ε ą 0, Dδ ą 0 s.t., @x P domrf s,

p 0 ă | x ´ 2 | ă δ q ñ p | rfpxqs ´ 1 | ă ε q s.

Let ε ą 0 be given. We wish to show:

r Dδ ą 0 s.t., @x P domrf s,

p 0 ă | x ´ 2 | ă δ q ñ p | rfpxqs ´ 1 | ă ε q s.

Let ε :“ δ{3. We wish to show:

r @x P domrf s,

p 0 ă | x ´ 2 | ă δ q ñ p | rfpxqs ´ 1 | ă ε q s.

Let x P domrf s be given. We wish to show:

p 0 ă | x ´ 2 | ă δ q ñ p | rfpxqs ´ 1 | ă ε q.

Assume 0 ă |x´ 2| ă δ. We wish to show: |rfpxqs ´ 1| ă ε.

Since 0 ă |x´ 2|, we get x ‰ 2. Since x P domrf s and x ‰ 2, by the

definition of f , we see that fpxq “ 3x ´ 5. Since |x ´ 2| ă δ, we get

3 ¨ |x´ 2| ă 3 ¨ δ. Since δ “ ε{3, we get 3 ¨ δ “ ε. Then

|rfpxqs ´ 1| “ |3x´ 5´ 1| “ |3x´ 6| “ |3px´ 2q|

“ 3 ¨ |x´ 2| ă 3 ¨ δ “ ε,

as desired. �

Let f : r0, 4s Ñ R be the function given in Theorem 18.7. We

showed: f Ñ 1 in R˚ near 2 in R˚. Here are some related questions:

(1) Does f Ñ 1 in R˚ near 2 in R?

(2) Does f Ñ 1 in R˚ near 2 in r0, 4s?

(3) Does f Ñ 1 in R near 2 in R˚?
(4) Does f Ñ 1 in R near 2 in R?

(5) Does f Ñ 1 in R near 2 in r0, 4s?

(6) Does f Ñ 1 in r´5, 7s near 2 in R˚?
(7) Does f Ñ 1 in r´5, 7s near 2 in R?

(8) Does f Ñ 1 in r´5, 7s near 2 in r0, 4s?

The next result allows us to conclude, from Theorem 18.7, that the

answer to each of these questions is yes.

We call this result absoluteness of limits:
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THEOREM 18.8. Let Y , Z be topological spaces, Y0 Ď Y , Z0 Ď Z,

f : Y0 99K Z0, a P Y0, b P Z0. Then: r f Ñ b in Z0 near a in Y0 s iff

r f Ñ b in Z near a in Y s.

Proof. Proof of ñ: HW#51, due on 21 November. End of proof of ñ.

Proof of ð: Assume: f Ñ b in Z0 near in Y0. We wish to show:

f Ñ b in Z near in Y . Following Definition 17.18, we wish to show:

@V P NZpbq, DU P Nˆ
Y paq s.t. f˚pUq Ď V . Let @V P NZpbq be given.

We wish to show: DU P Nˆ
Y paq s.t. f˚pUq Ď V .

Let V0 :“ V X Z0. Then, by (1) of Corollary 16.19, V0 P NZ0pbq.

So, following Definition 17.18, since p f Ñ b in Z0 near in Y0 q, choose

U0 P Nˆ
Y0
paq such that f˚pU0q Ď V0. By (2) of Corollary 17.12, choose

U P Nˆ
Y paq such that U0 “ U X Y0. We wish to show: f˚pUq Ď V . By

Fact 17.16, we wish to show: @x P domrf s,

r x P U s ñ r fpxq P V s.

Let x P domrf s be given. We wish to show rx P U s ñ rfpxq P V s.

Assume x P U . We wish to show: fpxq P V .

Since f : Y0 99K Z0, we get domrf s Ď Y0. Then x P domrf s Ď Y0.

So, since x P U , we get x P U X Y0. So, since U X Y0 “ U0, we

get x P U0. So, since x P domrf s, we get fpxq P f˚pU0q. So, since

f˚pU0q Ď V0 “ V X Z0 Ď V , we get fpxq P V . End of proof of ð. �

We next return to the one-dimensional case of functions R˚ Ñ R˚.
Then, since R is open in R˚, by HW#49, for all a P R, we see that

Bpaq is a neighborhood base at a in R˚. Also, by HW#50, B8 is a

neighborhood base at 8 in R˚. Also, by an unassigned HW, B´8 is a

neighborhood base at ´8 in R˚. So we now have a neighborhood base

in R˚ at any point of R˚.

FACT 18.9. Let f : R˚ 99K R˚, b P R. Then: r f Ñ b near 8 s iff

r @M P R, Dδ ą 0 s.t., @x P domrf s,

pM ă x ă 8q ñ p | rfpxqs ´ b | ă ε q s.

Proof. Omitted. �

FACT 18.10. Let f :R˚ 99KR˚, a P R. Then: r f Ñ ´8 near a s iff

r @N P R, Dδ ą 0 s.t., @x P domrf s,

p 0 ă | x ´ a | ă δ q ñ p fpxq ă N q s.
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Proof. Omitted. �

FACT 18.11. Let f : R˚ 99K R˚. Then: r f Ñ ´8 near 8s iff

r @N P R, DM P R s.t., @x P domrf s,

pM ă x ă 8q ñ p fpxq ă N q s.

Proof. Omitted. �

FACT 18.12. Let f : R˚ 99K R˚. Then: r f Ñ 8 near 8s iff

r @M P R, DL P R s.t., @x P domrf s,

pL ă x ă 8q ñ p fpxq ą M q s.

Proof. Omitted. �

FACT 18.13. Let f : R˚ 99K R˚. Then: r f Ñ 8 near ´8s iff

r @M P R, DN P R s.t., @x P domrf s,

p´8 ă x ă N q ñ p fpxq ą M q s.

Proof. Omitted. �

DEFINITION 18.14. We define Z˚ :“ ZY t8,´8u.

DEFINITION 18.15. Let a, b P R˚. If a ă b, then we define

‚ pa..bq :“ pa, bq X Z˚,
‚ ra..bq :“ ra, bq X Z˚ and

‚ pa..bs :“ pa, bs X Z˚.
If a ď b, then we define

‚ ra..bs :“ ra, bs X Z˚.

Then, for example,

p5..8s “ t5, 6, 7, . . .u Y t8u and

p5..8q “ t5, 6, 7, . . .u.

Recall that a sequence is a function whose domain is N. Let X be a

topological space. An element of RN is a “sequence of real numbers”.

We wish to discuss limits of sequences of real numbers, as follows. For

every s P RN, we consider s : N˚ 99K R˚ and try to find b P R˚
such that s Ñ b in R˚ near 8 in N˚. Recall that the topology on

N˚ is the relative topology inherited from T˚ on R˚. Because we are

taking limits “near 8 in N˚”, we want to have an easily described
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neighborhood base at 8. We also want to describe the corresponding

set of punctured neighborhoods of 8 in N˚.
Since B8 is a neighborhood base of8 in R, it follows, from Fact 17.14,

that B8|N˚ is a neighborhood base of 8 in N˚. It is therefore worth-

while to calculate both B8|N˚ and the corresponding set pB8|N˚qˆˆ8
of punctured neighborhoods of 8 in N˚. We calculated:

B8|N˚ “ t rK..8s | K P N u and

pB8|N˚qˆˆ8 “ t rK..8q | K P N u.

FACT 18.16. Let s : N˚ 99K R˚. Then: r sÑ 8 near 8s iff

r @M P R, DK P N s.t., @j P domrss,

pK ď j ă 8q ñ p sj ą M q s.

Proof. Omitted. �

FACT 18.17. Let s : N˚ 99K R˚, b P R. Then: r sÑ b near 8s iff

r @ε ą 0, DK P N s.t., @j P domrss,

pK ď j ă 8q ñ p | sj ´ b | ă ε q s.

Proof. Omitted. �

FACT 18.18. Let s : N˚ 99K R˚. Then: r sÑ ´8 near 8s iff

r @N P R, DK P N s.t., @j P domrss,

pK ď j ă 8q ñ p sj ă N q s.

Proof. Omitted. �

19. Class 19 on 14 November 2017, Tu of Week 11

Assigned HW#51 and HW#52 and HW#53.

Recalled Definition 18.15 and Definition 18.14.

For any set S, for any k P N, we have Sk “ Sr1..ks.

We recalled:

B8|N˚ “ t rK..8s | K P N u and

pB8|N˚qˆˆ8 “ t rK..8q | K P N u.

We recalled the quantified equivalence for f Ñ b near 8, in the

situation where f : R˚ 99K R˚ and b P R:
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FACT 19.1. Let f : R˚ 99K R˚, b P R. Then: r f Ñ b near 8s iff

r @ε ą 0, DM P R s.t., @x P domrf s,

p8 ą x ą M q ñ p | rfpxqs ´ b | ă ε q s.

Proof. Omitted. �

We developed the quantified equivalence for f Ñ b near 8, in the

situation where f : R 99K R˚ and b P R. Note that there’s no need

to “puncture” the input interval, because the domain of f does not

include 8. That is, there’s no need to say “8 ą x”:

FACT 19.2. Let f : R 99K R˚, b P R. Then: r f Ñ b near 8s iff

r @ε ą 0, DM P R s.t., @x P domrf s,

px ą M q ñ p | rfpxqs ´ b | ă ε q s.

Proof. Omitted. �

We recalled the quantified equivalence for s Ñ b near 8, in the

situation where s : N˚ 99K R˚ and b P R:

FACT 19.3. Let s : N˚ 99K R˚, b P R. Then: r sÑ b near 8s iff

r @ε ą 0, DK P N s.t., @j P domrss,

p8 ą j ě K q ñ p | sj ´ b | ă ε q s.

Proof. Omitted. �

We developed the quantified equivalence for s Ñ b near 8, in the

situation where s : N 99K R˚ and b P R. Note that there’s no need

to “puncture” the input interval, because the domain of s does not

include 8. That is, there’s no need to say “8 ą j”:

FACT 19.4. Let s : N 99K R˚, b P R. Then: r sÑ b near 8s iff

r @ε ą 0, DK P N s.t., @j P domrss,

p j ě K q ñ p | sj ´ b | ă ε q s.

Proof. Omitted. �

DEFINITION 19.5. Let Z be a topological space, s : N˚ 99K Z,

b P Z. Then s‚ Ñ b in Z means: sÑ b in Z near 8 in N˚.
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If Z is clear, we sometimes omit “in Z”, and simply say “s‚ Ñ b”.

In the situation where Z “ R˚, where s P RN and where b P R, the

quantified equivalence for s‚ Ñ b is given by Fact 19.4. Bearing in

mind that, in this situation, domrss “ N, we get:

FACT 19.6. Let s P RN, b P R. Then: r s‚ Ñ b s iff

r @ε ą 0, DK P N s.t., @j P N,
p j ě K q ñ p | sj ´ b | ă ε q s.

Proof. Omitted. �

In the situation where Z “ R˚, where s P RN and where b “ 8, the

quantified equivalence for s‚ Ñ b reads:

FACT 19.7. Let s P RN. Then: r s‚ Ñ 8s iff

r @M P R, DK P N s.t., @j P N,
p j ě K q ñ p sj ą M q s.

Proof. Omitted. �

In the situation where Z “ R˚, where s P RN and where b “ ´8,

the quantified equivalence for s‚ Ñ b reads:

FACT 19.8. Let s P RN. Then: r s‚ Ñ ´8s iff

r @N P R, DK P N s.t., @j P N,
p j ě K q ñ p sj ă N q s.

Proof. Omitted. �

We have absoluteness of limits of sequences:

THEOREM 19.9. Let Z be a topological space and let Z0 Ď Z. Let

s : N˚ 99K Z0 and let b P Z0. Then: [ s‚ Ñ b in Z0 ] ô [ s‚ Ñ b in Z

].

Proof. This is Theorem 18.8 (with Y replaced by N˚ and f by s). �

Assigned HW#54.
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DEFINITION 19.10. For any set S, for any f, g : S 99K R˚, we

define f ` g, fg, f ´ g, f{g : S 99K R˚ by

pf ` gqpxq “ rfpxqs ` rgpxqs,

pfgqpxq “ rfpxqsrgpxqs,

pf ´ gqpxq “ rfpxqs ´ rgpxqs and

pf{gqpxq “ rfpxqs{rgpxqs.

We sometimes write
f

g
for f{g.

DEFINITION 19.11. For any set S, for any a P R˚, for any g :

S 99K R˚, we define ag, a{g, g{a : S 99K R˚ by

pagqpxq “ argpxqs,

pa{gqpxq “ a{rgpxqs and

pg{aqpxq “ rgpxqs{a.

We sometimes write
a

g
for a{g and we sometimes write

g

a
for g{a.

DEFINITION 19.12. For any set S, for any vector space V , for any

f, g : S 99K V , we define f ` g : S 99K V by

pf ` gqpxq “ rfpxqs ` rgpxqs.

DEFINITION 19.13. For any set S, for any vector space V , for any

f : S 99K R, for any g : S 99K V , we define fg : S 99K V by

pfgqpxq “ rfpxqsrgpxqs.

DEFINITION 19.14. For any set S, for any vector space V , for any

a P R, for any g : S 99K V , we define ag, g{a : S 99K V by

pagqpxq “ argpxqs and

pg{aqpxq “ r1{asrgpxqs.

We sometimes write
g

a
for g{a.

Two sequences a, α P pRzt0uqN are asymptotic if pa{αq‚ Ñ 1. For

sequences s, σ, t, τ of positive real numbers, if s is asymptotic to σ and

t is asymptotic to τ , then s` t is asymptotic to σ ` τ :

FACT 19.15. Let s, σ, t, τ P p0,8qN. Assume ps{σq‚ Ñ 1, pt{τq‚ Ñ 1.

Then prs` ts{rσ ` τ sq‚ Ñ 1.
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The next proof was omitted from class.

Proof. We wish to show: @ε ą 0, DK P N s.t., @j P N,

r j ě K s ñ

„
ˇ

ˇ

ˇ

ˇ

sj ` tj
σj ` τj

´ 1

ˇ

ˇ

ˇ

ˇ

ă ε



.

Let ε ą 0 be given. We wish to show: DK P N s.t., @j P N,

r j ě K s ñ

„
ˇ

ˇ

ˇ

ˇ

sj ` tj
σj ` τj

´ 1

ˇ

ˇ

ˇ

ˇ

ă ε



.

Since ps{σq‚ Ñ 1, choose L P N s.t., @j P N,

r j ě L s ñ

„
ˇ

ˇ

ˇ

ˇ

sj
σj
´ 1

ˇ

ˇ

ˇ

ˇ

ă ε



.

Since pt{τq‚ Ñ 1, choose M P N s.t., @j P N,

r j ěM s ñ

„ ˇ

ˇ

ˇ

ˇ

tj
τj
´ 1

ˇ

ˇ

ˇ

ˇ

ă ε



.

Let K :“ maxtL,Mu. We wish to show: @j P N,

r j ě K s ñ

„ ˇ

ˇ

ˇ

ˇ

sj ` tj
σj ` τj

´ 1

ˇ

ˇ

ˇ

ˇ

ă ε



.

Let j P N be given. We wish to show:

r j ě K s ñ

„
ˇ

ˇ

ˇ

ˇ

sj ` tj
σj ` τj

´ 1

ˇ

ˇ

ˇ

ˇ

ă ε



.

Assume j ě K. We wish to show:

ˇ

ˇ

ˇ

ˇ

sj ` tj
σj ` τj

´ 1

ˇ

ˇ

ˇ

ˇ

ă ε. We wish to show:

1´ ε ă
sj ` tj
σj ` τj

ă 1` ε. Since σj ` τj ą 0, we wish to show:

p1´ εqpσj ` τjq ă sj ` tj ă p1` εqpσj ` τjq.

Since j ě K ě L, we get

ˇ

ˇ

ˇ

ˇ

sj
σj
´ 1

ˇ

ˇ

ˇ

ˇ

ă ε. Then 1´ ε ă
sj
σj
ă 1` ε,

so, since σj ą 0, it follows that

p1´ εqσj ă sj ă p1` εqσj.

Since j ě K ě M , we get

ˇ

ˇ

ˇ

ˇ

tj
τj
´ 1

ˇ

ˇ

ˇ

ˇ

ă ε. Then 1´ ε ă
tj
τj
ă 1` ε,

so, since τj ą 0, it follows that

p1´ εqτj ă tj ă p1` εqτj.
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Adding

p1´ εqσj ă sj ă p1` εqσj

to

p1´ εqτj ă tj ă p1` εqτj,

we get

p1´ εqpσj ` τjq ă sj ` tj ă p1` εqpσj ` τjq,

as desired. �

Assigned HW#55.

The summation change formula asserts: for any vector space Z,

for any u, u1, v, v1 P Z,

ru1 ` v1s ´ ru ` vs “ ru1 ´ us ` rv1 ´ vs.

In particular, this formula is true when Z “ R.

THEOREM 19.16. Let f, g : R˚ 99K R˚. Let a, u, v P R. Assume:

( f Ñ u near a ) and ( g Ñ v near a ). Then: f ` g Ñ u` v near a.

Proof. We wish to show: @ε ą 0, Dδ ą 0 s.t., @x P domrf ` gs,

r 0 ă |x´ a| ă δ s ñ r | rpf ` gqpxqs ´ ru` vs | ă ε s.

Let ε ą 0 be given. We wish to show: Dδ ą 0 s.t., @x P domrf ` gs,

r 0 ă |x´ a| ă δ s ñ r | rpf ` gqpxqs ´ ru` vs | ă ε s.

Let λ :“ ε{2. Since f Ñ u near a, choose β ą 0 s.t., @x P domrf s,

r 0 ă |x´ a| ă β s ñ r | rfpxqs ´ u | ă λ s.

Since g Ñ u near a, choose γ ą 0 s.t., @x P domrgs,

r 0 ă |x´ a| ă γ s ñ r | rgpxqs ´ v | ă λ s.

Let δ :“ mintβ, γu. We wish to show: @x P domrf ` gs,

r 0 ă |x´ a| ă δ s ñ r | rpf ` gqpxqs ´ ru` vs | ă ε s.

Let x P domrf ` gs be given. We wish to show:

r 0 ă |x´ a| ă δ s ñ r | rpf ` gqpxqs ´ ru` vs | ă ε s.

Assume 0 ă |x´a| ă δ. We wish to show: | rpf ` gqpxqs´ ru` vs | ă ε.

Since x P domrf ` gs Ď domrf s and since 0 ă |x ´ a| ă δ ď β,

by choice of β, we get | rfpxqs´us | ă λ. Since x P domrf`gs Ď domrgs

and since 0 ă |x´ a| ă δ ď γ, by choice of γ, we get | rgpxqs ´ vs | ă λ.



142 SCOT ADAMS

Let u1 :“ fpxq and v1 :“ gpxq. Then |u1 ´ u| ă λ and |v1 ´ v| ă λ.

By the summation change formula,

ru1 ` v1s ´ ru ` vs “ ru1 ´ us ` rv1 ´ vs.

We have pf ` gqpxq “ rfpxqs ` rgpxqs “ u1 ` v1. Then

| rpf ` gqpxqs ´ ru` vs | “ | ru1 ` v1s ´ ru` vs |

“ | ru1 ´ us ` rv1 ´ vs |

ď |u1 ´ u| ` |v1 ´ v|

ă λ` λ “ 2λ “ 2 ¨ rε{2s “ ε,

as desired. �

Next, we “upgrade” the preceding result to a result about partial

functions from any topological space to any normed vector space:

THEOREM 19.17. Let Y be a topological space and let Z be a normed

vector space. Let f, g : Y 99K Z. Let a P Y , u, v P Z. Assume that:

( f Ñ u near a ) and ( g Ñ v near a ). Then: f ` g Ñ u` v near a.

Proof. We wish to show: @ε ą 0, D∆ P Nˆpaq s.t., @x P domrf ` gs,

r x P ∆ s ñ r | rpf ` gqpxqs ´ ru` vs | ă ε s.

Let ε ą 0 be given. We wish to show: D∆ P Nˆpaq s.t., @x P domrf`gs,

r x P ∆ s ñ r | rpf ` gqpxqs ´ ru` vs | ă ε s.

Let λ :“ ε{2.

Since f Ñ u near a, choose B P Nˆpaq s.t., @x P domrf s,

r x P B s ñ r | rfpxqs ´ u | ă λ s.

Since g Ñ u near a, choose Γ P Nˆpaq s.t., @x P domrgs,

r x P Γ s ñ r | rgpxqs ´ v | ă λ s.

Let ∆ :“ B X Γ. Since B,Γ P Nˆpaq, it follows that ∆ P Nˆpaq. We

wish to show: @x P domrf ` gs,

r x P ∆ s ñ r | rpf ` gqpxqs ´ ru` vs | ă ε s.

Let x P domrf ` gs be given. We wish to show:

r x P ∆ s ñ r | rpf ` gqpxqs ´ ru` vs | ă ε s.

Assume x P ∆. We wish to show: | rpf ` gqpxqs ´ ru` vs | ă ε.
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Since x P domrf`gs Ď domrf s and since x P ∆ Ď B, by choice of B,

we get | rfpxqs ´ us | ă λ. Since x P domrf ` gs Ď domrgs and since

x P ∆ Ď Γ, by choice of Γ, we get | rgpxqs ´ vs | ă λ.

Let u1 :“ fpxq and v1 :“ gpxq. Then |u1 ´ u| ă λ and |v1 ´ v| ă λ.

By the summation change formula,

ru1 ` v1s ´ ru ` vs “ ru1 ´ us ` rv1 ´ vs.

We have pf ` gqpxq “ rfpxqs ` rgpxqs “ u1 ` v1. Then

| rpf ` gqpxqs ´ ru` vs | “ | ru1 ` v1s ´ ru` vs |

“ | ru1 ´ us ` rv1 ´ vs |

ď |u1 ´ u| ` |v1 ´ v|

ă λ` λ “ 2λ “ 2 ¨ rε{2s “ ε,

as desired. �

Note that, in the proof of Theorem 19.17, we “think like a topologist”

on the input side, using neighborhoods like B,Γ,∆. At the same time,

we “think like an analyst on the output side, using inequalities like

|rfpxqs ´ u| ă λ, |rgpxqs ´ v| ă λ, |rpf ` gqpxqs ´ ru` vs| ă ε. This

is in contrast to the proof of Theorem 19.16, where we’re thinking like

an analyst both on the input side and on the output side.

HW#52 asserts: Let f, g : R˚ Ñ R˚, a P R. Assume f Ñ 8 near a

and g Ñ 8 near a. Then f ` g Ñ 8 near a.

There is another similar statement: Let f, g : R˚ Ñ R˚. Assume

f Ñ 8 near 8 and g Ñ 8 near 8. Then f ` g Ñ 8 near 8.

There is another similar statement: Let f, g : R˚ Ñ R˚. Assume

f Ñ 8 near ´8 and g Ñ 8 near ´8. Then f ` g Ñ 8 near ´8.

HW#52 and the other two statements are all three true, though UN-

PROVED. If we “think like an analyst”, then we cannot avoid having

three different proofs, but we’ll certainly notice that the proofs are sim-

ilar, and we’ll wonder if there might be some way to handle all three

statements at once. The solution is to “think like a topologist” on the

input side, while “thinking like an analyst” on the output side, and

“upgrade” the statement to HW#52 to:

Let Y be a topogical space. Let f, g : Y Ñ R˚. Let a P Y .

Assume that f Ñ 8 near a, and, also, that g Ñ 8 near a.

Then f ` g Ñ 8 near a.
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This statement is UNPROVED. However, you might try “upgrading”

your solution to prove it. Perhaps in your solution, you have β, γ ą 0

and δ “ mintβ, γu, as in Theorem 19.16. Then, in your upgraded

proof, you’ll have B,Γ P Nˆpaq and ∆ “ B X Γ, as in Theorem 19.17.

Here’s another similar statement:

Let Y be a topogical space. Let f, g : Y Ñ R˚. Let a P Y .

Assume that f Ñ ´8 near a and, also, that g Ñ 7 near a.

Then f ` g Ñ ´8 near a.

This statement is UNPROVED. You might try to adapt your previous

upgrade of HW#57 to prove it, but it will be unsatisfying, becuase

there are many other similar statements, and it’s natural to wonder

whether they can all be subsumed into one result. To accomplish this,

we need the concept of contingent approaches, denoted Ñ˚:

DEFINITION 19.18. Let Y and Z be topological spaces, a P Y ,

f : Y 99K Z. Then, for all b, by f Ñ˚ b in Z near a in Y , we mean:

either [ b “ / ]

or [ ( b P Z ) and ( f Ñ b in Z near a in Y ) ].

That is, ( f Ñ˚ b in Z near a in Y ) means either b “ / or we can

“remove the contingency” and change Ñ˚ to Ñ.

When Y and Z are clear, we somtimes omit the text “in Y ” and “in

Z”.

We now present a very general result about adding functions f and g,

when their superdomain is a topological space Y and their superimage

is R˚:

THEOREM 19.19. Let Y be a topological space, f, g : Y 99K R˚,
a P Y . Then, for all b, c, we have:

if [ ( f Ñ˚ b near a ) and ( g Ñ˚ c near a ) ],

then [ f ` g Ñ˚ b` c near a ].

Theorem 19.19 is UNPROVED. However, we’ll talk about how one

might prove it: Structuring the proof as usualy, eventually both b and

c are bound. Then one of the following must be true:

(1) b “ ´8 or

(2) b P R or

(3) b “ 8 or

(4) b “ /.
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Also, one of the following must be true:

(A) c “ ´8 or

(B) c P R or

(C) c “ 8 or

(D) c “ /.

This gives us 16 cases:

1A, 1B, 1C, 1D, 2A, 2B, 2C, 2D,

3A, 3B, 3C, 3D, 4A, 4B, 4C, 4D.

Note that Case 2B is proved in Theorem 19.16 (with u replaced by b

and v by c). Case 3C is UNPROVED, but our upgrade of HW#52

would prove it. In the nine cases

1C, 3A,

4A, 4B, 4C,

1D, 2D, 3D and

4D,

we have b` c “ /; those cases are “easy”. The remaining cases are

1A, 1B, 2A, 2C, 3B

and are all UNPROVED. They make good problems for homeworks

and exams.

Now we change gears and move from studing sums of functions to

products of functions. We begin with the product change formula:

REMARK 19.20. Let u, u1, v, v1 P R. Then

u1v1 ´ uv “ pu1 ´ uqv ` upv1 ´ vq ` pu1 ´ uqpv1 ´ vq.

Proof. Omitted. �

We showed how a rectangle, partitioned into four subrectangles, gives

motivation for Remark 19.20. To prove Remark 19.20, one simply

expands the RHS, and then simplifies.

We can “upgrade” Remark 19.20 to vector spaces:

REMARK 19.21. Let V be a vector space. Let b, b1 P R and let

v, v1 P V . Then

b1v1 ´ bv “ pb1 ´ bqv ` bpv1 ´ vq ` pb1 ´ bqpv1 ´ vq.

Proof. Omitted. �
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To prove Remark 19.21, one, again, simply expands the RHS, and

then simplifies.

We now show that the limit of the product is the product of the

limits, for partial functions R˚ 99K R˚.

THEOREM 19.22. Let f, g : R˚ 99K R˚. Let a, u, v P R. Assume:

( f Ñ u near a ) and ( g Ñ v near a ). Then: fg Ñ uv near a.

Proof. We wish to show: @ε ą 0, Dδ ą 0 s.t., @x P domrfgs,

r 0 ă |x´ a| ă δ s ñ r | rpfgqpxqs ´ uv | ă ε s.

Let ε ą 0 be given. We wish to show: Dδ ą 0 s.t., @x P domrfgs,

r 0 ă |x´ a| ă δ s ñ r | rpfgqpxqs ´ uv | ă ε s.

Let λ :“ min

"

1 ,
ε

|b| ` |v| ` 1

*

.

Since f Ñ u near a, choose β ą 0 s.t., @x P domrf s,

r 0 ă |x´ a| ă β s ñ r | rfpxqs ´ u | ă λ s.

Since g Ñ u near a, choose γ ą 0 s.t., @x P domrgs,

r 0 ă |x´ a| ă γ s ñ r | rgpxqs ´ v | ă λ s.

Let δ :“ mintβ, γu. We wish to show: @x P domrfgs,

r 0 ă |x´ a| ă δ s ñ r | rpfgqpxqs ´ uv | ă ε s.

Let x P domrfgs be given. We wish to show:

r 0 ă |x´ a| ă δ s ñ r | rpfgqpxqs ´ uv | ă ε s.

Assume 0 ă |x´ a| ă δ. We wish to show: | rpfgqpxqs ´ uv | ă ε.

Since x P domrfgs Ď domrf s and since 0 ă |x´a| ă δ ď β, by choice

of β, we get | rfpxqs ´ us | ă λ. Since x P domrfgs Ď domrgs and since

0 ă |x´ a| ă δ ď γ, by choice of γ, we get | rgpxqs ´ vs | ă λ.

Let u1 :“ fpxq and v1 :“ gpxq. Then |u1 ´ u| ă λ and |v1 ´ v| ă λ.

Then |u1´ u| ¨ |v| ď λ ¨ |v| and |u| ¨ |v1´ v| ď |u| ¨ λ. By definition of λ,

we have λ ď 1, so λ2 ď λ. Then |u1 ´ u| ¨ |v1 ´ v| ă λ2 ď λ. Because

|u1 ´ u| ¨ |v| ď λ ¨ |v|,

|u| ¨ |v1 ´ v| ď |u| ¨ λ and

|u1 ´ u| ¨ |v1 ´ v| ă λ,
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we conclude:

|u1 ´ u| ¨ |v| ` |u| ¨ |v1 ´ v| ` |u1 ´ u| ¨ |v1 ´ v|

ă λ ¨ |v| ` |u| ¨ λ ` λ.

By the product change formula,

u1v1 ´ uv “ pu1 ´ uqv ` upv1 ´ vq ` pu1 ´ uqpv1 ´ vq.

By definition of λ, we have λ ď
ε

|u| ` |v| ` 1
, so p|u| ` |v| ` 1q ¨ λ ď ε.

We have pfgqpxq “ rfpxqsrgpxqs “ u1v1. Then

| rpfgqpxqs ´ uv | “ |u1v1 ´ uv |

“ | pu1 ´ uqv ` upv1 ´ vq ` pu1 ´ uqpv1 ´ vq |

ď |u1 ´ u| ¨ |v| ` |u| ¨ |v1 ´ v| ` |u1 ´ u| ¨ |v1 ´ v|

ă λ ¨ |v| ` |u| ¨ λ ` λ

“ p|u| ` |v| ` 1q ¨ λ ď ε,

as desired. �

We now “upgrade”:

THEOREM 19.23. Let Y be a topological space and let Z be a normed

vector space. Let f : Y 99K R and g : Y 99K Z. Let a P Y and b P R
and v P Z. Assume that: ( f Ñ b near a ) and ( g Ñ v near a ).

Then we have: fg Ñ bv near a.

Proof. We wish to show: @ε ą 0, ∆ P Nˆpaq s.t., @x P domrfgs,

r x P ∆ s ñ r | rpfgqpxqs ´ bv | ă ε s.

Let ε ą 0 be given. We wish to show: D∆ P Nˆpaq s.t., @x P domrfgs,

r 0 ă |x´ a| ă δ s ñ r | rpfgqpxqs ´ bv | ă ε s.

Let λ :“ min

"

1 ,
ε

|b| ` |v| ` 1

*

.

Since f Ñ b near a, choose B P Nˆpaq s.t., @x P domrf s,

r x P B s ñ r | rfpxqs ´ b | ă λ s.

Since g Ñ b near a, choose Γ P Nˆpaq s.t., @x P domrgs,

r x P Γ s ñ r | rgpxqs ´ v | ă λ s.

Let ∆ :“ B X Γ. We wish to show: @x P domrfgs,

r x P ∆ s ñ r | rpfgqpxqs ´ bv | ă ε s.
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Let x P domrfgs be given. We wish to show:

r x P ∆ s ñ r | rpfgqpxqs ´ bv | ă ε s.

Assume x P ∆. We wish to show: | rpfgqpxqs ´ bv | ă ε.

Since x P domrfgs Ď domrf s and since x P ∆ Ď B, by choice of B,

we get | rfpxqs ´ bs | ă λ. Since x P domrfgs Ď domrgs and since

x P ∆ Ď Γ, by choice of Γ, we get | rgpxqs ´ vs | ă λ.

Let b1 :“ fpxq and v1 :“ gpxq. Then |b1 ´ b| ă λ and |v1 ´ v| ă λ.

Then |b1 ´ b| ¨ |v| ď λ ¨ |v| and |b| ¨ |v1 ´ v| ď |b| ¨ λ. By definition of λ,

we have λ ď 1, so λ2 ď λ. Then |b1 ´ b| ¨ |v1 ´ v| ă λ2 ď λ. Because

|b1 ´ b| ¨ |v| ď λ ¨ |v|,

|b| ¨ |v1 ´ v| ď |b| ¨ λ and

|b1 ´ b| ¨ |v1 ´ v| ă λ,

we conclude:

|b1 ´ b| ¨ |v| ` |b| ¨ |v1 ´ v| ` |b1 ´ b| ¨ |v1 ´ v|

ă λ ¨ |v| ` |b| ¨ λ ` λ.

By the product change formula,

b1v1 ´ bv “ pb1 ´ bqv ` bpv1 ´ vq ` pb1 ´ bqpv1 ´ vq.

By definition of λ, we have λ ď
ε

|b| ` |v| ` 1
, so p|b| ` |v| ` 1q ¨ λ ď ε.

We have pfgqpxq “ rfpxqsrgpxqs “ b1v1. Then

| rpfgqpxqs ´ bv | “ | b1v1 ´ bv |

“ | pb1 ´ bqv ` bpv1 ´ vq ` pb1 ´ bqpv1 ´ vq |

ď |b1 ´ b| ¨ |v| ` |b| ¨ |v1 ´ v| ` |b1 ´ b| ¨ |v1 ´ v|

ă λ ¨ |v| ` |b| ¨ λ ` λ

“ p|b| ` |v| ` 1q ¨ λ ď ε,

as desired. �

Here’s slightly different “upgrade” of Theorem 19.22:

THEOREM 19.24. Let Y be a topological space. Let f, g : Y 99K R˚.
Let a, u, v P R. Assume: ( f Ñ u near a ) and ( g Ñ v near a ). Then:

fg Ñ uv near a.

Proof. We wish to show: @ε ą 0, D∆ P Nˆpaq s.t., @x P domrfgs,

r x P ∆ s ñ r | rpfgqpxqs ´ uv | ă ε s.
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Let ε ą 0 be given. We wish to show: D∆ P Nˆpaq s.t., @x P domrfgs,

r x P ∆ s ñ r | rpfgqpxqs ´ uv | ă ε s.

Let λ :“ min

"

1 ,
ε

|b| ` |v| ` 1

*

.

Since f Ñ u near a, choose B P Nˆpaq s.t., @x P domrf s,

r x P B s ñ r | rfpxqs ´ u | ă λ s.

Since g Ñ u near a, choose Γ P Nˆpaq s.t., @x P domrgs,

r x P Γ s ñ r | rgpxqs ´ v | ă λ s.

Let ∆ :“ B X Γ. We wish to show: @x P domrfgs,

r x P ∆ s ñ r | rpfgqpxqs ´ uv | ă ε s.

Let x P domrfgs be given. We wish to show:

r x P ∆ s ñ r | rpfgqpxqs ´ uv | ă ε s.

Assume x P ∆. We wish to show: | rpfgqpxqs ´ uv | ă ε.

Since x P domrfgs Ď domrf s and since x P ∆ Ď B, by choice of B,

we get | rfpxqs ´ us | ă λ. Since x P domrfgs Ď domrgs and since

x P ∆ Ď Γ, by choice of Γ, we get | rgpxqs ´ vs | ă λ.

Let u1 :“ fpxq and v1 :“ gpxq. Then |u1 ´ u| ă λ and |v1 ´ v| ă λ.

Then |u1´ u| ¨ |v| ď λ ¨ |v| and |u| ¨ |v1´ v| ď |u| ¨ λ. By definition of λ,

we have λ ď 1, so λ2 ď λ. Then |u1 ´ u| ¨ |v1 ´ v| ă λ2 ď λ. Because

|u1 ´ u| ¨ |v| ď λ ¨ |v|,

|u| ¨ |v1 ´ v| ď |u| ¨ λ and

|u1 ´ u| ¨ |v1 ´ v| ă λ,

we conclude:

|u1 ´ u| ¨ |v| ` |u| ¨ |v1 ´ v| ` |u1 ´ u| ¨ |v1 ´ v|

ă λ ¨ |v| ` |u| ¨ λ ` λ.

By the product change formula,

u1v1 ´ uv “ pu1 ´ uqv ` upv1 ´ vq ` pu1 ´ uqpv1 ´ vq.
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By definition of λ, we have λ ď
ε

|u| ` |v| ` 1
, so p|u| ` |v| ` 1q ¨ λ ď ε.

We have pfgqpxq “ rfpxqsrgpxqs “ u1v1. Then

| rpfgqpxqs ´ uv | “ |u1v1 ´ uv |

“ | pu1 ´ uqv ` upv1 ´ vq ` pu1 ´ uqpv1 ´ vq |

ď |u1 ´ u| ¨ |v| ` |u| ¨ |v1 ´ v| ` |u1 ´ u| ¨ |v1 ´ v|

ă λ ¨ |v| ` |u| ¨ λ ` λ

“ p|u| ` |v| ` 1q ¨ λ ď ε,

as desired. �

20. Class 20 on 16 November 2017, Th of Week 11

FACT 20.1. For all a, b P R˚, we have

(1) a´ b “ a` p´bq and

(2) a{b “ a ¨ p1{bq.

Proof. Unassigned HW. �

FACT 20.2. For all a, b, c, d P R˚, we have

a

b
`

c

d
“
˚ ad ` bc

bd
.

Proof. Unassigned HW. �

Note that
3

8
`
8

2
“ 0 ` 8 “ 8

and that

3 ¨ 2 ` 8 ¨ 8

8 ¨ 2
“

6`8

8
“

8

8
“ /,

so
3

8
`
8

2
‰

3 ¨ 2 ` 8 ¨ 8

8 ¨ 2
.

We recalled Theorem 19.22, but replaced u by b and v by c.

We recalled Theorem 19.23, but replaced v by c.

HW#56 (due Tuesday 28 November): Let f, g : R˚ 99K R˚ and let

a P R. Assume: ( f Ñ 8 near a ) and ( g Ñ 8 near a ). Show:

fg Ñ 8 near a.

We have two variants of HW#56, as follows.
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Unassigned HW: Let f, g : R˚ 99K R˚. Assume: ( f Ñ 8 near 8 )

and ( g Ñ 8 near 8 ). Show: fg Ñ 8 near 8.

Unassigned HW: Let f, g : R˚ 99K R˚. Assume: ( f Ñ 8 near ´8

) and ( g Ñ 8 near ´8 ). Show: fg Ñ 8 near ´8.

If you “think like an analyst”, then HW#56 and the two variants all

require different proofs. However, if you can “think like a topologist

on the input side”, then there’s a common generalization of all three

results:

THEOREM 20.3. Let Y be a topological space, let f, g : Y 99K R˚
and let a P Y . Assume: ( f Ñ 8 near a ) and ( g Ñ 8 near a ).

Then: fg Ñ 8 near a.

Theorem 20.3 is UNPROVED, but is almost proved, in the sense

that, to prove it, you can take your solution to HW#56, and “upgrade”

from ( β, γ and δ “ mintβ, γu ) to ( B, Γ and ∆ “ B X Γ ).

Here’s a variant of Theorem 20.3:

Unassigned HW: Let Y be a topological space, let f, g : Y 99K R˚
and let a P Y . Assume: ( f Ñ 8 near a ) and ( g Ñ ´3 near a ).

Show: fg Ñ ´8 near a.

We now seek a common generalization of this last unassigned HW

and Theorem 20.3. The following is that common generalization:

THEOREM 20.4. Llet Y be a topological space, let f, g : Y 99K R˚
and let a P Y . Then, for all b, c, we have:

r p f Ñ˚ b near a q & p g Ñ˚ c near a q s

ñ r fg Ñ˚ bc near a s.

Partial proof: Let b, c be given. We wish to show

r p f Ñ˚ b near a q & p g Ñ˚ c near a q s

ñ r fg Ñ˚ bc near a s.

Assume that f Ñ˚ b near a and that g Ñ˚ c near a. We wish to show

that fg Ñ˚ bc near a. That is, we wish to show: either [ bc “ / ] or

[ both ( bc P R˚ ) and ( fg Ñ bc near a ) ].

Since f Ñ˚ b near a, it follows either that b P R˚ or that b “ /. Then

one of the following must be true:
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(1) b “ ´8,

(2) b P p´8, 0q,

(3) b “ 0,

(4) b P p0,8q,

(5) b “ 8 or

(6) b “ /.

Since g Ñ˚ c near a, it follows either that c P R˚ or that c “ /. Then

one of the following must be true:

(A) c “ ´8,

(B) c P p´8, 0q,

(C) c “ 0,

(D) c P p0,8q,

(E) c “ 8 or

(F) c “ /.

We now have 36 cases to consider, from 1A to 6F.

Case 5E is a consequence of Theorem 20.3, which is “almost proved”.

In Cases 2B, 2C, 2D, 3B, 3C, 3D, 4B, 4C and 4D, we have b P R and

c P R, so, by Theorem 19.24 (with u replaced by b and v by c), we get

what we want.

The following cases are all “easy” because, in each of them, bc “ /:

1C, 5C, 3A, 3E, 1F, 2F, 3F, 4F, 5F, 6A, 6B, 6C, 6D, 6E, 6F

This almost finishes 5E, and completely finishes 24 of the 36 cases.

The other 11 cases are

1A, 1B, 1D, 1E, 2A, 2E, 4A, 4E, 5A, 5B, 5D

and they are all unproved. End of partial proof.

Assigned HW#57 (due Tuesday 28 November).

LEMMA 20.5. Let Y be a topological space, let g : Y 99K R˚ and let

a P Y . Then, for all c, we have:

p g Ñ˚ c near a q ñ p 1{g Ñ˚ 1{c near a q.

Partial proof: Let c be given. We wish to show:

p g Ñ˚ c near a q ñ p 1{g Ñ˚ 1{c near a q.

Assume that g Ñ˚ c near a. We wish to show: 1{g Ñ˚ 1{c near a.

That is, we wish to show: either [ 1{c “ / ] or

[ ( 1{c P R˚ ) and ( 1{g Ñ 1{c near a ) ].
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One of the following must be true:

(1) c “ / or

(2) c ‰ /.

Proof in Case 1: It suffices to show that 1{c “ /.

Since c “ /, it follows that 1{c “ /. End of proof in Case 1.

Proof in Case 2: Since g Ñ˚ c near a, and c ‰ /, we conclude that

[ ( c P R˚ ) and ( g Ñ c near a ) ].

Since c P R˚, one of the following must be true:

(A) c “ ´8,

(B) c “ 0,

(C) c “ 8 or

(D) c P Rzt0u.
Case A is UNPROVED.

Case B is “easy” because, in that case, 1{c “ /.

Case C follows from HW#57.

Proof in Case D: It suffices to show that

[ ( 1{c P R˚ ) and ( 1{g Ñ 1{c near a ) ].

As c P Rzt0u, we get 1{c P R˚. It remains to prove: 1{g Ñ 1{c near a.

We wish to show: @ε ą 0, D∆ P Nˆpaq s.t., @x P domr1{gs,

r x P ∆ s ñ

„ ˇ

ˇ

ˇ

ˇ

„ˆ

1

g

˙

pxq



´
1

c

ˇ

ˇ

ˇ

ˇ

ă ε



.

Let ε ą 0 be given. We wish to show: D∆ P Nˆpaq s.t., @x P domr1{gs,

r x P ∆ s ñ

„
ˇ

ˇ

ˇ

ˇ

„ˆ

1

g

˙

pxq



´
1

c

ˇ

ˇ

ˇ

ˇ

ă ε



.

Let b :“ |c|. Since c P Rzt0u, we see that b ą 0 and c2 ą 0.

Let λ :“ mint b{2 , c2ε{2 u. Then λ ą 0 and λ ď b{2 and 2λ ď c2ε.

Recalling that 1{g Ñ 1{c near a, choose ∆ P Nˆpaq s.t., @x P domrgs,

r x P ∆ s ñ r | rgpxqs ´ c | ă λ s.

We wish to show: @x P domr1{gs,

r x P ∆ s ñ

„
ˇ

ˇ

ˇ

ˇ

„ˆ

1

g

˙

pxq



´
1

c

ˇ

ˇ

ˇ

ˇ

ă ε



.

Let x P domr1{gs be given. We wish to show:

r x P ∆ s ñ

„
ˇ

ˇ

ˇ

ˇ

„ˆ

1

g

˙

pxq



´
1

c

ˇ

ˇ

ˇ

ˇ

ă ε



.
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Assume x P ∆. We wish to show:

ˇ

ˇ

ˇ

ˇ

„ˆ

1

g

˙

pxq



´
1

c

ˇ

ˇ

ˇ

ˇ

ă ε.

We have x P domr1{gs Ď domrgs and x P ∆, so, by the choice of ∆,

we conclude that |rgpxqs ´ c| ă λ. Let c1 :“ gpxq. Then |c1 ´ c| ă λ,

and we wish to show:

ˇ

ˇ

ˇ

ˇ

1

c1
´

1

c

ˇ

ˇ

ˇ

ˇ

ă ε.

Since | ‚ | is distance-semidecreasing, we get | |c1| ´ |c| | ď | c1 ´ c |.

Recall that b “ |c|. Then b2 “ |c|2 “ c2. Let b1 :“ |c1|. Then

| b1 ´ b | “ | |c1| ´ |c| | ď | c1 ´ c | ă λ,

so |b1 ´ b| ă λ, so b ´ λ ă b1 ă b ` λ. Since λ ď b{2, we conclude

that b ´ λ ě b ´ pb{2q “ b{2. Then b1 ą b ´ λ ě b{2. Also, we have

|c ´ c1| “ |c1 ´ c| ă λ. Since b1 ą b{2 and b ą 0 and 0 ď |c ´ c1| ă λ,

we get
|c´ c1|

b1 ¨ b
ă

λ

pb{2q ¨ b
. Recall: 2λ ď c2ε and b2 “ c2 ą 0. Then

ˇ

ˇ

ˇ

ˇ

1

c1
´

1

c

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

c´ c1
c1c

ˇ

ˇ

ˇ

ˇ

“
|c´ c1|

|c1| ¨ |c|
“
|c´ c1|

b1 ¨ b

ă
λ

pb{2q ¨ b
“

2λ

b2
ď

c2ε

c2
“ ε,

as desired. End of proof in Case D. End of proof in Case 2. End of

partial proof.

THEOREM 20.6. Let Y be a topological space. Let f, g : Y 99K R˚.
Then, for all b, c, we have:

r p f Ñ˚ b near a q & p g Ñ˚ c near a q s

ñ r f{g Ñ˚ b{c near a s.

Proof. Let b and c be given. We wish to prove:

r p f Ñ˚ b near a q & p g Ñ˚ c near a q s

ñ r f{g Ñ˚ b{c near a s.

Assume: p f Ñ˚ b near a q & p g Ñ˚ c near a q. We wish to prove:

f{g Ñ˚ b{c near a.

Since g Ñ˚ c near a, by Lemma 20.5, we see that 1{g Ñ˚ 1{c near a.

So, since f Ñ˚ b near a, by Theorem 20.4, we get f ¨ p1{gq Ñ˚ b ¨ p1{cq.

So, as f{g “ f ¨ p1{gq and b{c “ b ¨ p1{cq, we get f{g Ñ˚ b{c near a. �

DEFINITION 20.7. Let P be a set and let f and g be functions.

Then f “ g on P means: @x P P , fpxq “ gpxq. Also, f “˚ g on P

means: @x P P , fpxq “˚ gpxq.
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NOTE TO SELF: Let’s change to “f “˚˚ g on P” next year.

THEOREM 20.8. Let Y and Z be topological spaces, let a P Y , b P Z

and let f, g : Y 99K Z. Assume: DP P Nˆpaq s.t. f “˚ g on P . Assume

that f Ñ b near a. Then g Ñ b near a.

Proof. We wish to show: @V P N pbq, DU P Nˆpaq s.t. g˚pUq Ď V . Let

V P N pbq be given. We wish to show: DU P Nˆpaq s.t. g˚pUq Ď V .

Choose P P Nˆpaq s.t. f “˚ g on P . Since f Ñ b near a, choose

Q P Nˆpaq s.t. f˚pQq Ď V . Let U :“ P X Q. Then U P Nˆpaq, and

we wish to show: g˚pUq Ď V . We wish to show: @x P domrgs,

r x P U s ñ r gpxq P V s.

Let x P domrgs be given. We wish to show:

r x P U s ñ r gpxq P V s.

Assume: x P U . We wish to show: gpxq P V .

Since x P domrgs, we have gpxq ‰ /. Since x P U “ P X Q Ď P ,

and since f “˚ g on P , we get fpxq “˚ gpxq. So, since gpxq ‰ /, we

get fpxq “ gpxq. Since fpxq “ gpxq ‰ /, we get x P domrf s. Since

x P domrf s and x P U “ P X Q Ď Q, we get fpxq P f˚pQq. Then

gpxq “ fpxq P f˚pQq Ď V , as desired. �

21. Class 21 on 21 November 2017, Tu of Week 12

DEFINITION 21.1. Let Y be a set. Let f, g : Y 99K R˚. Let P Ď Y .

Then f ď g on P means: @x P P , / ‰ fpxq ď gpxq ‰ /.

The following is the Squeeze Theorem.

THEOREM 21.2. Let Y be a topological space, f, g, h : Y 99K R˚.
Let a P Y and let b P R˚. Assume: DP P Nˆ

Y paq s.t. f ď g ď h on P .

Assume: ( f Ñ b near a ) and ( hÑ b near a ). Then: g Ñ b near a.

Partial proof: One of the following must be true:

(1) b “ 8 or

(2) b “ ´8 or

(3) b P R.

Case 1 follows from HW#58.

Case 2 is UNPROVED.
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Proof in Case 3: Want: @ε ą 0, DU P Nˆpaq s.t. @x P domrgs,

r x P U s ñ r | r gpxq s ´ b | ă ε s.

Let ε ą 0 be given. Want: DU P Nˆpaq s.t. @x P domrgs,

r x P U s ñ r | r gpxq s ´ b | ă ε s.

Choose P P Nˆpaq s.t.

f ď g on P.

Since f Ñ b near a, choose Q P Nˆpaq s.t. @x P domrf s,

r x P Q s ñ r | r fpxq s ´ b | ă ε s.

Since hÑ b near a, choose R P Nˆpaq s.t. @x P domrhs,

r x P R s ñ r | rhpxq s ´ b | ă ε s.

Let U :“ P XQXR. Then U P Nˆpaq. We wish to show: @x P domrgs,

r x P U s ñ r | r gpxq s ´ b | ă ε s.

Let x P domrgs be given. We wish to show:

r x P U s ñ r | r gpxq s ´ b | ă ε s.

Assume x P U . We wish to show: | r gpxq s ´ b | ă ε.

By the choice of P , we have

P Ď domrf s and and P Ď domrgs and P Ď domrhs.

Also, since x P U Ď P , by choice of P , we have: fpxq ď gpxq ď hpxq.

Since x P U Ď P Ď domrf s and since x P U Ď Q, by choice of Q, we

see that | r fpxq s ´ b | ă ε. Then b ´ ε ă fpxq ă b ` ε.

Since x P U Ď P Ď domrhs and since x P U Ď R, by choice of R, we

see that | rhpxq s ´ b | ă ε. Then b ´ ε ă hpxq ă b ` ε.

Since b ´ ε ă fpxq ď gpxq, we see that b ´ ε ă gpxq.

Since gpxq ď hpxq ă b ` ε, we see that gpxq ă b ` ε.

Then b ´ ε ă gpxq ă b ` ε. Then | r gpxq s ´ b | ă ε, as desired.

End of proof in Case 3. End of partial proof.

DEFINITION 21.3. Let Y and Z be topological spaces, f : Y 99K Z.

Then, for all a, by f is pY, Zq-continuous at a we mean:

p a P domrf s q and p f Ñ fpaq in Z near a in Y q.
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We sometimes simplify and say “continuous” instead of “pY, Zq-

continuous”, provided Y and Z are clear. This is very common.

Let pY, T q and pZ,Uq be topological spaces. In cases where it’s

important to track topologies, we can use “ppY, T q, pZ,Uqq-continuous”

or “pT ,Uq-continuous” instead of “pY, Zq-continuous”. This is rare.

The next result is Absoluteness of continuity:

THEOREM 21.4. Let Y and Z be topological spaces, let Y0 Ď Y and

let Z0 Ď Z. Let f : Y0 99K Z0 and let a P domrf s. Then:

r f is pY0, Z0q-continuous at a s ô r f is pY, Zq-continuous at a s.

Proof. By Theorem 18.8 (with b replaced by fpaq), we have

r f Ñ fpaq in Z0 near a in Y0 s

ô r f Ñ fpaq in Z near a in Z s.

Then

r f is pY0, Z0q-continuous at a s

ô r f Ñ fpaq in Z0 near a in Y0 s

ô r f Ñ fpaq in Z near a in Z s

ô r f is pY, Zq-continuous at a s,

as desired. �

REMARK 21.5. Let Y and Z be topological spaces, let f : Y 99K Z
and let a P domrf s. Then:

r f is continuous at a s

ô r @V P N pfpaqq, DU P N paq s.t. f˚pUq Ď V s.
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Proof. We have

r f is continuous at a s

ô r @V P N pfpaqq, DU P Nˆ
paq s.t. f˚pUq Ď V s

ô r @V P N pfpaqq, DU P Nˆ
paq s.t., @x P domrf s,

px P U q ñ p fpxq P V q s

ô r @V P N pfpaqq, DU P N paq s.t., @x P domrf s,

px P Uˆa q ñ p fpxq P V q s

ô r @V P N pfpaqq, DU P N paq s.t., @x P domrf s,

px P U q ñ p fpxq P V q s

ô r @V P N pfpaqq, DU P N paq s.t. f˚pUq Ď V s,

as desired. �

The main content of Remark 21.5 is that, to check continuity, one

may choose to use UNPUNCTURED neighborhoods on the input side.

The only somewhat hard step in the proof is

r @V P N pfpaqq, DU P N paq s.t., @x P domrf s,

px P Uˆa q ñ p fpxq P V q s

ô r @V P N pfpaqq, DU P N paq s.t., @x P domrf s,

px P U q ñ p fpxq P V q s.

We explained this in terms of playing two games. In both games, one

player chooses V , the other chooses U and then the first one chooses x.

In the first game, to win, the x-chooser must pick x P Uˆa . In the second

game, to win, the x-chooser must pick x P U . Note that UzUˆa “ tau.

So, in the second game, the x-chooser has the possibility of choosing

x “ a, but in the first, that leads to an immediate loss. It may seem

that, in switching from the first game to the second, the x-chooser

gets a small benefit, but that is illusory because V P N pfpaqq, and so

fpaq P V , and so, even in the second game, to win, the x-chooser must

not pick x “ a. This informal discussion can be converted into a proof.

To check continuity, given neighborhood bases (on input and output

sides), one may choose to use only basic open neighborhoods:

FACT 21.6. Let Y and Z be topological spaces, let f : Y 99K Z and

let a P domrf s. Let A be a neighborhood base at a in Y . Let B be a
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neighborhood base at fpaq in Z. Then:

r f is continuous at a s

ô r @B P B, DA P A s.t. f˚pAq Ď B s.

Proof. Proof of ð: Unassigned HW. End of proof of ð.

Proof of ñ: Assume: @B P B, DA P A s.t. f˚pAq Ď B. We wish

to show: f is continuous at a. We wish to show: @V P N pfpaqq,
DU P N paq s.t. f˚pUq Ď V . Let V P N pfpaqq be given. We wish

to show: DU P N paq s.t. f˚pUq Ď V .

Since B is a neighborhood base at fpaq in Z and since V P N pfpaqq,
choose B P B s.t. fpaq P B Ď V . Then, by assumption, choose A P A
s.t. f˚pAq Ď B. As A is a neighborhood base of a in Y , it follows

that A Ď N paq. So, as A P A, we get A P N paq. Let U :“ A. Then

U P N paq, and we wish to show: f˚pUq Ď V .

We have f˚pUq “ f˚pAq Ď B Ď V . End of proof of ñ. �

For any metric space M , if the metric is anonymous, but, at some

point, we need it, we will denote it by dM , or, if M is clear, by d.

Since, for any point p in a metric space Bppq is a neighborhood base

at p, it follows, from Fact 21.6, that we can get a geometric quantified

equivalence for continuity in metric spaces:

REMARK 21.7. Let Y and Z be metric spaces, let f : Y 99K Z and

let a P domrf s. Then

r f is continuous at a s

ô r @ε ą 0, Dδ ą 0 s.t. f˚pBpa, δqq Ď Bpfpaq, εq s.

ô r @ε ą 0, Dδ ą 0 s.t., @x P domrf s,

p dY px, aq ă δ q ñ p dZpfpxq, fpaqq ă ε q s.

Proof. Omitted. �

For any normed vector space V , if the norm is anonymous, but, at

some point, we need to use it, we will denote it by | ‚ |V , or, if V is

clear, by | ‚ |.

Remark 21.7 yields an analytic quantified equivalence for continuity

in normed vector spaces:
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REMARK 21.8. Let Y , Z be normed vector spaces, let f : Y 99K Z
and let a P domrf s. Then

r f is continuous at a s

ô r @ε ą 0, Dδ ą 0 s.t., @x P domrf s,

p | x ´ a |Y ă δ q ñ p | rfpxqs ´ rfpaqs |Z ă ε q s.

Remark 21.5 and Remark 21.7 and Remark 21.8 give quantified

equivalencies for continuity of maps

from topological spaces to topological spaces,

from metric spaces to metric spaces and

from normed vector spaces to normed vector spaces,

respectively. There are also “mixed” situations, like maps

from normed vector spaces to topological spaces.

We won’t quantify all of them, but we give one such quantification

in Remark 21.9 below. Students are expected to be able to figure out

the others, as needed.

REMARK 21.9. Let Y be a normed vector space and let Z be a

topological space. Let f : Y 99K Z and let a P domrf s. Then

r f is continuous at a s

ô r @V P N pfpaqq, Dδ ą 0 s.t., @x P domrf s,

p | x ´ a | ă δ q ñ p fpxq P V q s.

Recall that, for any set S, for any a, Ca
S : S Ñ tau is the constant

fuction on S with value a, defined by Ca
Spxq “ a.

FACT 21.10. Let Y and Z be topological spaces and let f : Y 99K Z.

Let a P Y and b P Z. Then Cb
X Ñ b near a.

Proof. Unassigned HW. �

Assigned HW#59 and HW#60.

THEOREM 21.11. Let Y be a topological space, let f, g : Y 99K R˚
and let a P Y . Assume that both f and g are continuous at a. Let

b :“ fpaq and let c :“ gpaq. Then

(1) p b` c ‰ / q ñ p f ` g is continuous at a q,

(2) p bc ‰ / q ñ p fg is continuous at a q,

(3) p b´ c ‰ / q ñ p f ´ g is continuous at a q and
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(4) p b{c ‰ / q ñ p f{g is continuous at a q.

Proof. Proof of (2),(3),(4): Unassigned HW. End of proof of (2),(3),(4).

Proof of (1): Assume: b` c ‰ /. Want: f ` g is continuous at a.

By definition of continuity, and by definition of b and c, we have

both f Ñ b near a and g Ñ c near a. Then, by Theorem 19.19, we get

f ` g Ñ˚ b` c near a. So, since b` c ‰ /, we get f ` g Ñ b` c near a.

So, as pf ` gqpaq “ rfpaqs ` rgpaqs “ b` c, we see, from the definition

of continuity, that f ` g is continuous at a. End of proof of (1). �

THEOREM 21.12. Let Y be a topological space, let a P Y , let b P R˚
and let g : Y 99K R˚. Assume that g is continuous at a. Assume that

pbgqpaq ‰ /. Then bg is continuous at a.

Proof. Omitted. �

THEOREM 21.13. Let Y be a topological space, let Z be a normed

vector space, let f, g : Y 99K Z and let a P Y . Assume f and g are both

continuous at a. Then f ` g is continuous at a.

Proof. Omitted. �

THEOREM 21.14. Let Y be a topological space, let Z be a normed

vector space, let a P Y , let g : Y 99K R˚ and let b P R. Assume that g

is continuous at a. Then bg is continuous at a.

Proof. Omitted. �

DEFINITION 21.15. Let f be a function. Then, for all non-/ a, b,

the function adjba f : pdomrf sq Y tau Ñ pimrf sq Y tbu is defined by

padjba fqpxq “

#

fpxq, if x ‰ a

b, if x “ a.

The function adjba f is the same as f , except that the value at a is

adjusted from fpaq to b.

For example, define f, g : R 99K R by

fpxq “
x

x
and gpxq “

#

1, if x ‰ 0

2, if x “ 0.

Note that f and g are both discontinuous (i.e., NOT continuous) at 0,

and that g “ adj20 f . In general, given a function with a discontinuity

at 0, like f , we would like, if possible, to adjust the function in such a
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way as to remove the discontinuity. The function g is an adjustment

of f , but that particular adjustment doesn’t do anyting to remove the

discontinuity. We can however, adjust both f and g in such a way that

the discontinuity goes away. Specifically, adj10 f “ adj10 g “ C1
R, and the

constant function C1
R is continuous at 0.

The next result say that if a function has a limit near a, then the

limit is unaffected by an adjustment at a.

REMARK 21.16. let Y and Z be topological spaces, let f : Y 99K Z,

let a P Y and let b, c P Z. Let g :“ adjba f . Then

r f Ñ c near a s ô r g Ñ c near a s.

Proof. Let T :“ topen sets in Y u. Then T is a topology on Y , so
Ť

T “ Y . Then Y P xT yY “ T . That is, Y is open in Y . By

Remark 16.4 any open set is a neighborhood of each of its points, so

Y P N paq. Let P :“ Y ˆa . Then P P Nˆpaq. By definition of g, we

have: f “ g on P . Then, as f Ñ b near a, by Theorem 20.8, we get

r f Ñ c near a s ô r g Ñ c near a s, as desired. �

The next result say that if a function has a limit near a, then, even

if it’s discontinuous at a, the discontinuity is “removable”. We will call

this the Discontinuity Removal Theorem.

REMARK 21.17. let Y and Z be topological spaces, let f : Y 99K Z,

let a P Y and let b P Z. Then:

r f Ñ b near a s ô r adjba f is continuous at a s.

Proof. Let g :“ adjba f . Then gpaq “ b.

By Remark 21.16, r f Ñ b near a s ô r g Ñ b near a s. Then

r f Ñ b near a s

ô r g Ñ b near a s

ô r g Ñ gpaq near a s

ô r g is continuous at a s

ô r adjba f is continuous at a s,

as desired. �

DEFINITION 21.18. let Y and Z be topological spaces, f : Y 99K Z.

Then, for any set S, by f is continuous on S, we mean:

p S Ď domrf s q and p @a P S, f is continuous at a q.
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By ( f is continuous ) or ( f is everywhere continuous ), we

mean: f is continuous on domrf s.

We have a quantified equivalence for everywhere continuity:

THEOREM 21.19. Let Y , Z be topological spaces, f : Y Ñ Z. Then

r f is continuous s ô r @open V in Z, f˚pV q is open in Y s.

Note that, in Theorem 21.19, we have f : Y Ñ Z, not f : Y 99K Z.

Theorem 21.19 asserts: f is everywhere continuous iff “the preimage

of any open set is open”.

Proof. Proof of ð: Assume that f is continuous. We wish to show:

@open V in Z, f˚pV q is open in Y . Let an open V in Z be given. We

wish to show: f˚pV q is open in Y . By HW#42 (with X replaced by Y ,

W by f˚pV q), we want: @a P f˚pV q, DU P N paq s.t. U Ď f˚pV q. Let

a P f˚pV q be given. We wish to show: DU P N paq s.t. U Ď f˚pV q.

Since a P f˚pV q, we get fpaq P V . Also V is open in Z. Then, by Re-

mark 16.4, V P N pfpaqq. So, as f is continuous at a, by Remark 21.5,

choose U P N paq s.t. f˚pUq Ď V . We wish to show: U Ď f˚pV q.

As f˚pUq Ď V , f˚pf˚pUqq Ď f˚pV q. Then U Ď f˚pf˚pUqq Ď f˚pV q,

as desired. End of proof of ð.

Proof of ñ: Assume: @open V in Z, f˚pV q is open in Y . We wish

to show: f is continuous. Since f : Y Ñ Z, we have Y “ domrf s. We

therefore wish to show: @a P Y , f is continuous at a. Let a P Y be

given. We want: f is continuous at a. Then, by Remark 21.5 (with

V replaced by W ), want: @W P N pfpaqq, DU P N paq s.t. f˚pUq Ď W .

Let W P N pfpaqq be given. We want: DU P N paq s.t. f˚pUq Ď W .

By definition of N pfpaqq, as W P N pfpaqq, choose an open set V

in Z such that fpaq P V Ď W . Then, by our assumption, f˚pV q is open

in Y . Since fpaq P V , we get a P f˚pV q. Then, by Remark 16.4, we

have f˚pV q P N paq. Let U :“ f˚pV q. We wish to show: f˚pUq Ď W .

We have f˚pUq “ f˚pf
˚pV qq Ď V , as desired. End of proof of ñ. �

22. Class 22 on 28 November 2017, Tu of Week 13

THEOREM 22.1. Let X and Y and Z be topological spaces. Let

f : X 99K Y and g : Y 99K Z. Let a P X. Assume that f is continuous

at a and that g is continuous at fpaq. Then g ˝ f is continuous at a.
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Proof. Since f is continuous at a, we see that f Ñ fpaq near a. We

wish to show: g ˝ f Ñ pg ˝ fqpaq near a.

Let b :“ fpaq. Then f Ñ b near a. Also, gpbq “ gpfpaqq “ pg ˝fqpaq.

We therefore wish to show: g ˝ f Ñ gpbq near a.

Since f Ñ b near a and since g is continuous at b, we conclude, from

HW#60, that g ˝ f Ñ gpbq near a, as desired. �

THEOREM 22.2. Let X and Y and Z all be topological spaces. Let

f : X 99K Y and g : Y 99K Z. Assume that f and g are both continu-

ous. Then g ˝ f is continuous.

Proof. Unassigned HW. �

THEOREM 22.3. Let X and Y be topological spaces, f : X 99K Y .

Let S Ď domrf s and let a P S. Assume that f is continuous at a.

Then f |S is continuous at a.

Proof. We wish to show: f |S Ñ pf |Sqpaq in Y near a in X. Note that

S “ domrf |Ss. We wish to show: @V P NY pfpaqq, DU P NXpaq s.t.,

@x P S,

r x P U s ñ r fpxq P V s.

Let V P NY pfpaqq be given. We wish to show: DU P NXpaq s.t., @x P S,

r x P U s ñ r fpxq P V s.

Since f is continuous at a, we know that f Ñ fpaq in Y near a in

X. So, since V P NY pfpaqq, choose U P NXpaq s.t., @x P domrf s,

r x P U s ñ r fpxq P V s.

We wish to show: @x P S,

r x P U s ñ r fpxq P V s.

Let x P S be given. We wish to show:

r x P U s ñ r fpxq P V s.

Assume x P U . We wish to show: fpxq P V .

As x P S Ď domrf s and x P U , by choice of U , we have fpxq P V . �

COROLLARY 22.4. Let X and Y be topological spaces, f : X 99K Y .

Let S Ď domrf s. Assume that f is continuous. Then f |S is continuous.

Proof. Unassigned HW. �
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DEFINITION 22.5. Let s be a sequence and let K P N. Then the

K-tail of s is the sequence psK , sK`1, sK`2, . . .q.

That is, the K-tail of s is the sequence i ÞÑ sK`i´1 : NÑ imrss.

Sometimes we are sloppy and refer to the set tsK , sK`1, sK`2, . . .u as

the K-tail of s. That is, in conversation, we might sometimes confuse

the K-tail with its image. In these notes, however, we will try to be

accurate in our terminology.

Assigned HW#61.

DEFINITION 22.6. Let Y, Z be metric spaces, f : Y 99K Z. Then

(1) f is uniformly continuous or pY, Zq-uniformly continuous

means: @ε ą 0, Dδ ą 0 s.t., @w, x P domrf s,

r dY pw, xq ă δ s ñ r dZpfpwq, fpxqq ă ε s.

(2) @K ě 0, f is K-Lipschitz or pY, Z,Kq-Lipschitz means:

@w, x P domrf s,

r dZpfpwq, fpxqq ď K ¨ rdY pw, xqs s.

(3) f is Lipschitz or pY, Zq-Lipschitz means:

DK ě 0 s.t. f is K-Lipschitz.

For all three concepts in Definition 22.6, we have absoluteness:

FACT 22.7. Let Y, Z be MSs, Y0 Ď Y , Z0 Ď Z, f : Y0 99K Z0. Then

(1) ( f is pY0, Z0q-continuous ) ô

( f is pY, Zq-continuous ),

(2) ( f is pY0, Z0q-uniformly continuous ) ô

( f is pY, Zq-uniformly continuous ),

(3) @K ě 0, [ ( f is pY0, Z0, Kq-Lipschitz ) ô

( f is pY, Z,Kq-Lipschitz ) ] and

(4) ( f is pY0, Z0q-Lipschitz ) ô ( f is pY, Zq-Lipschitz ).

Proof. Omitted. �

A function between metric spaces is 0-Lipschitz iff it is constant. A

function between metric spaces is called distance-semiincreasing or

distance-nondecreasing if it is 1-Lipschitz.

Let Y, Z be metric spaces, f : Y 99K Z, K ě 0. We observed that

the function f is K-Lipschitz iff: @ε ą 0, Dδ ą 0 s.t., @w, x P domrf s,

r w ‰ x s ñ r dZpfpwq, fpxqq ď K ¨ rdY pw, xqs s.
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Or: f is K-Lipschitz iff: @ε ą 0, Dδ ą 0 s.t., @w, x P domrf s,

r w ‰ x s ñ

„

dZpfpwq, fpxqq

dY pw, xq
ď K



.

Let f : R 99K R, K ě 0. Then the function f is K-Lipschitz iff:

@ε ą 0, Dδ ą 0 s.t., @w, x P domrf s,

r w ‰ x s ñ

„ ˇ

ˇ

ˇ

ˇ

rfpwqs ´ rfpxqs

w ´ x

ˇ

ˇ

ˇ

ˇ

ď K



.

Or: f is K-Lipschitz iff: @ε ą 0, Dδ ą 0 s.t., @w, x P domrf s,

r w ‰ x s ñ

„

´K ď
rfpwqs ´ rfpxqs

w ´ x
ď K



.

Recall that a secant line of f is a line that passes through at least

two points of the graph of f . A secant slope of f is a real number

that is the slope of some secant line of f . Then: f is K-Lipschitz iff:

´K ď tsecant slopes of fu ď K.

Let m, b P R. Let f : R Ñ R be defined by fpxq “ mx ` b. (This

kind of function is called “linear” in high school courses and in freshman

calculus courses, but is more properly called an “affine” function.) The

graph of f is a line, and all of its secant lines are that same line. The

set of all secant slopes of f is tmu. Thus f is |m|-Lipschitz.

Let f : R Ñ R be defined by fpxq “ 1{p1 ` x2q. The graph of f

is a “fat-tailed bell-curve”. We observed that the set of secant slopes

of f is both bounded above and bounded below. Then f is Lipschitz.

When we want to refer to this function anonymously, we may use: “the

function 1{p1` p‚q2q : RÑ R”.

Let f : R Ñ R be defined by fpxq “ x2. We observed that the

set of secant slopes of f is neither bounded above nor bounded below.

Then f is NOT Lipschitz. When we want to refer to this function

anonymously, we may use: “the function p‚q2 : RÑ R”.

Let f : r0,8q Ñ r0,8q be defined by fpxq “
?
x. We observed that

the set of secant slopes of f is neither bounded above nor bounded be-

low. Then f is NOT Lipschitz. When we want to refer to this function

anonymously, we may use: “the function
?
‚ : r0,8q Ñ r0,8q”.

FACT 22.8. Let Y, Z be metric spaces, f : Y 99K Z. Then:

(1) p f is Lipschitz q ñ p f is uniformly continuous q, and

(2) p f is unformly continuous q ñ p f is continuous q.
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Proof. Omitted. �

Here is a summary of our class discussion about Fact 22.8:

To prove (1), the δ-strategy is: choose a Lipschitz constant K ą 0

for f and let δ :“ ε{K.

The function f is uniformly continuous iff: @ε ą 0, Dδ ą 0 s.t.,

@w P domrf s, @x P domrf s,

r dY pw, xq ă δ s ñ r dZpfpwq, fpxqq ă ε s.

The function f is continuous iff: @w P domrf s, @ε ą 0, Dδ ą 0 s.t.,

@x P domrf s,

r dY pw, xq ă δ s ñ r dZpfpwq, fpxqq ă ε s.

We can commute the universally quantified clauses “@w P domrf s” and

“@ε ą 0”. This shows that f is continuous iff: @ε ą 0, @w P domrf s,

Dδ ą 0 s.t., @x P domrf s,

r dY pw, xq ă δ s ñ r dZpfpwq, fpxqq ă ε s.

To prove (2), say we have a δ-strategy for uniform continuity. In

this strategy, δ depends only on ε. Say we then change the game to

continuity, so that δ is allowed to depend both on ε and on w. This

only makes life easier on the δ-picker, who can continue with the same

strategy as before. That is: any δ-strategy that works for uniform

continuity will work for continuity.

This concludes the summary of our class discussion about Fact 22.8.

We leave it as an unassigned exercise to show: p‚q2 : R Ñ R is con-

tinuous. In HW#63, you’ll show that this function is NOT uniformly

continuous. Thus the converse to (2) of Fact 22.8 does NOT hold.

In Corollary 22.10 below, we will show that
?
‚ : r0,8q Ñ r0,8q is

uniformly continuous. We observed above that this function is NOT

Lipschitz. Thus the converse of (1) of Fact 22.8 does NOT hold.

LEMMA 22.9. Let w, x ě 0 and let δ ą 0. Assume that |w´ x| ă δ.

Then |
?
w ´

?
x| ă

?
δ.

Proof. Let a :“ mintw, xu, and let b :“ maxtw, xu. Then we have

a ď b and |w ´ x| “ b ´ a. Then b ´ a ă δ. Also, we have
?
a ď

?
b

and and |
?
w ´

?
x| “

?
b ´

?
a. We wish to show:

?
b ´

?
a ă

?
δ.

Assume that
?
b´

?
a ě

?
δ. We aim for a contradiction.
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We have
?
b`

?
a ě

?
δ` 2

?
a ě

?
δ. Since

?
b´

?
a ě

?
δ ě 0 and

?
b `

?
a ě

?
δ ě 0, we get r

?
b ´

?
asr
?
b `

?
as ě r

?
δsr
?
δs. Then

b´a “ r
?
b´
?
asr
?
b`
?
as ě r

?
δsr
?
δs “ δ, so b´a ě δ, so δ ď b´a.

Recall: b´ a ă δ. Then δ ď b´ a ă δ, so δ ă δ. Contradiction. �

COROLLARY 22.10. The function
?
‚ : r0,8q Ñ r0,8q is uni-

formly continuous.

Proof. We wish to show: @ε ą 0, Dδ ą 0 s.t., @w, x P r0,8q,

r |w ´ x| ă δ s ñ r |
?
w ´

?
x| ă ε s.

Let ε ą 0 be given. We wish to show: Dδ ą 0 s.t., @w, x P r0,8q,

r |w ´ x| ă δ s ñ r |
?
w ´

?
x| ă ε s.

Let δ :“ ε2. We wish to show: @w, x P r0,8q,

r |w ´ x| ă δ s ñ r |
?
w ´

?
x| ă ε s.

Let w, x P r0,8q be given. We wish to show:

r |w ´ x| ă δ s ñ r |
?
w ´

?
x| ă ε s.

Assume |w ´ x| ă δ. We wish to show: |
?
w ´

?
x| ă ε.

As w, x ě 0, δ ą 0 and |w´x| ă δ, by Lemma 22.9, |
?
w´

?
x| ă

?
δ.

Also,
?
δ “

?
ε2 “ ε. Then |

?
w ´

?
x| ă

?
δ “ ε, as desired. �

Assigned HW#62, HW#63 and HW#64.

DEFINITION 22.11. For any function f , for any set S of sets,

f˚˚pSq :“ tf˚pAq |A P Su and

f˚˚pSq :“ tf˚pAq |A P Su.

We have a “functoriality property”: For any functions f and g,

for any set A, pg ˝ fq˚pAq “ g˚pf˚pAqq and pg ˝ fq˚pAq “ f˚pg˚pAqq.

Consequently, for any functions f and g, for any set S of sets, we have:

pg ˝ fq˚˚pSq “ g˚˚pf˚˚pSqq and pg ˝ fq˚˚pSq “ f˚˚pg˚˚pSqq.

REMARK 22.12. Let f be a one-to-one function, g :“ f´1. Then

(1) @set A, [ ( f˚pAq “ g˚pAq ) and ( f˚pAq “ g˚pAq ) ] and

(2) @set S of sets, [ ( f˚˚pSq “ g˚˚pSq ) and ( f˚˚pSq “ g˚˚pSq ) ].

Proof. Omitted. �

FACT 22.13. Let pY, T q and pZ,Uq be topological spaces, f : Y Ñ Z.

Then: r f is continuous s ô r f˚˚pUq Ď T s.
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Proof. This follows from Theorem 21.19. �

In Fact 22.13, we need “f : Y Ñ Z” and NOT “f : Y 99K Z”.

In Fact 22.13, if Y or Z or T or U is unclear, we might replace

“continuous” by any of

‚ pY, Zq-continuous,

‚ ppY, T q, pZ,Uqq-continuous or

‚ pT ,Uq-continuous.

DEFINITION 22.14. Let Y, Z be topological spaces, f : Y 99K Z.

Then f is open or pY, Zq-open means:

@open U in Y , f˚pUq is open in Z.

FACT 22.15. Let pY, T q and pZ,Uq be topological spaces, f : Y 99K Z.

Then: r f is open s ô r f˚˚pT q Ď U s.

Proof. This follows from Definition 22.14. �

Fact 22.15, holds even for PARTIAL functions f : Y 99K Z.

In Fact 22.15, if Y or Z or T or U is unclear, we might replace

“open” by any of

‚ pY, Zq-open,

‚ ppY, T q, pZ,Uqq-open or

‚ pT ,Uq-open.

REMARK 22.16. Let Y, Z be topological spaces, f : Y ãÑą Z. Then:

(1) ( [ f is open ] iff [ f´1 is continuous ] ) and

(2) ( [ f is continuous ] iff [ f´1 is open ] ).

Proof. This follows from Fact 22.15 and Remark 22.12. �

DEFINITION 22.17. Let Y and Z be topological spaces. Then

(1) @f , by f is a homeomorphism from Y onto Z, we mean:

f : Y ãÑą Z and f is continuous and f is open; and

(2) by Y and Z are homeomorphic, we mean:

Df s.t. f is a homeomorphism from Y onto Z.

When Y and Z are clear, we might simply say that f is a homeo-

morphism, and leave it to the reader to know the domain and image

of f .

Instead of “Y and Z are homeomorphic”, we might say “Y is home-

omorphic to Z” or, equivalently, “Z is homeomorphic to Y ”.
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REMARK 22.18. Let pY, T q and pZ,Uq be topological spaces and let

f : Y ãÑą Z. Then we have:

r f is a homeomorphism from Y onto Z s ô r f˚˚pT q “ U s
ô r f˚˚pUq “ T s.

Proof. Let g :“ f´1. By functoriality, rf˚˚pT q “ Us ô rT “ g˚˚pUqs,
so, by Remark 22.12, we conclude that rf˚˚pT q “ Us ô rT “ f˚˚pUqs.
It remains to show:

r f is a homeomorphism from Y onto Z s ô r f˚˚pT q “ U s.

By functoriality, rf˚˚pT q Ď Us ô rT Ď g˚˚pUqs, so, by Remark 22.12,

we conclude that rf˚˚pUq Ď T s ô rU Ď f˚˚pT qs. Then, by Fact 22.13,

rf is continuouss ô rU Ď f˚˚pT qs.
By Fact 22.15, rf is opens ô rf˚˚pT q Ď Us. Then

r f is a homeomorphism from Y onto Z s

ô r p f is continuous q & p f is open q s

ô r pU Ď f˚˚pT q q & p f˚˚pT q Ď U q s
ô r f˚˚pT q “ U s.

as desired. �

In Remark 22.18, we need “f : Y ãÑą Z”. In Remark 22.18, we

might replace “homeomorphism from Y onto Z” by any of

‚ pY, Zq-homeomorphism,

‚ ppY, T q, pZ,Uqq-homeomorphism or

‚ pT ,Uq-homeomorphism.

A homeomorphism between topological spaces can be thought of as a

dictionary that allows us to translate any topological information about

one of the spaces into topological information about the other. So, for

example, if two topological spaces are homeomorphic and one of them

is metrizable, then the other one must be as well. To a topologist,

when two topological spaces are homeomorphic they are “essentially

the same”.

Assigned HW#65.

The basic idea in HW#65 is that, when we r1, 2q and r2, 3q together,

we are performing a continuous operation. However, when we tear r5, 7q
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apart, we are doing something discontinuous. Gluing is continuous;

tearing apart is discontinuous.

Reviewing Definition 22.17, one might wonder: Is any continuous

bijection is automatically open? We can answer this “No” as follows.

Let f be the function in HW#65. By (a) of HW#65, f is a bijection.

By (b) of HW#65, f is continuous. By (c) of HW#65 and by (1)

of Remark 22.16, f is not open.

We now look at some important homeomorphisms.

REMARK 22.19. Let Cˆ :“ tpu, vq P R2 | pu2 ` v2 “ 1q&pv ‰ 1qu.

Then Cˆ is homeomorphic to R.

Proof. Define σ : Cˆ Ñ R and τ : RÑ Cˆ by

σpu, vq “
u

1´ v
and τpxq “

ˆ

2x

x2 ` 1
,
x2 ´ 1

x2 ` 1

˙

.

It suffices to show that σ is a homeomorphism.

We leave it as unassigned homework to show:

(A) σ is continuous,

(B) τ is continuous,

(C) σ ˝ τ “ idR and

(D) τ ˝ σ “ idCˆ .

From (C) and (D), we see that σ : Cˆ ãÑą R and that τ “ σ´1. Then,

from (B) and from (1) of Remark 22.16, we see that σ is open. Then,

by (A), σ is a homeomorphism. �

The mapping σ in the proof of Remark 22.19 is called stereographic

projection.

REMARK 22.20. Let I be the interval p´1, 1q. Then I is homeo-

morphic to R.

Proof. Define f : I Ñ R and g : RÑ I by

fptq “
t

?
1´ t2

and gpxq “
x

?
1` x2

.

It suffices to show that f is a homeomorphism.

We leave it as unassigned homework to show:

(A) f is continuous,

(B) g is continuous,

(C) f ˝ g “ idR and
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(D) g ˝ f “ idI .

From (C) and (D), we see that f : I ãÑą R and that g “ f´1. Then,

from (B) and from (1) of Remark 22.16, we see that f is open. Then,

by (A), f is a homeomorphism. �

REMARK 22.21. Let I˚ be the interval r´1, 1s. Then I˚ is homeo-

morphic to R˚.

Proof. Let I be the interval p´1, 1q.

Define f : I Ñ R and g : RÑ I by

fptq “
t

?
1´ t2

and gpxq “
x

?
1` x2

.

Define f˚ : I˚ Ñ R˚ by

f˚ptq “

$

’

’

&

’

’

%

´8, if t “ ´1

fptq, if t P I

8, if t “ 1,

and define g˚ : R˚ Ñ I˚ by

g˚pxq “

$

’

’

&

’

’

%

´1, if x “ ´8

gpxq, if x P R
1, if x “ 8.

It suffices to show that f˚ is a homeomorphism.

We leave it as unassigned homework to show:

(A) f˚ is continuous,

(B) g˚ is continuous,

(C) f˚ ˝ g˚ “ idR and

(D) g˚ ˝ f˚ “ idI .

From (C) and (D), we see that f˚ : I ãÑą R and that g˚ “ pf˚q´1.

Then, from (B) and from (1) of Remark 22.16, we see that f˚ is open.

Then, by (A), f˚ is a homeomorphism. �

Let I˚ :“ r´1, 1s, as in Remark 22.21. Recall that the standard

metric on I˚ is dI˚ “ pdRqI˚ “ dR|pI
˚ ˆ I˚q. Recall that the standard

topology on I˚ is TI˚ “ TR˚ |I
˚. Recall that TdI˚ “ TI˚ . Then I˚ is

metrizable. So, by Remark 22.21, R˚ is metrizable.

One might ask the question: What is the distance from ´8 to 8?

The functions f˚ and g˚ (in the proof of Remark 22.21) yield a dictio-

nary between R˚ and I˚. In this dictionary,
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‚ ´8 P R˚ corresponds to ´1 P I˚ and

‚ 8 P R˚ corresponds to 1 P I˚.

So, using this dictionary to translate dI˚ to a metric d on R˚, we would

find that the d-distance from ´8 to 8 is equal to the dI˚-distance

from ´1 to 1, which is 2.

Uing arctan, we can construct a homemorphism between R˚ and

r´π{2, π{2s, in which

‚ ´8 P R˚ corresponds to ´π{2 and

‚ 8 P R˚ corresponds to π{2.

This yields a metric on R˚ s.t. the distance from ´8 to 8 is π.

While R˚ is a metrizable topological space, we don’t consider it to be

a metric space, because there isn’t any STANDARD metric on R˚.
There are many metrics, and none of them is considered canonical.

23. Class 23 on 30 November 2017, Th of Week 13

DEFINITION 23.1. Let X be a metric space and S a set. By S is

bounded in X, we mean: DB P BdX s.t. S Ď B.

When X is clear, we may simply say “bounded”, instead of “bounded

in X”.

DEFINITION 23.2. Let S Ď R˚.
By S has a maximum, we mean: maxS ‰ /.

By S has a minimum, we mean: minS ‰ /.

REMARK 23.3. Let S Ď R. Assume that S has a maximum and a

minimum. Then S is bounded.

Proof. Let a :“ minS and b :“ maxS. Then a, b P S Ď R and

a ď S ď b. Let c :“ pa ` bq{2 and let r :“ pb ´ a ` 1q{2. Then

S Ď ra, bs Ď pc´ r, c` rq “ Bpc, rq P BR. Then S is bounded in R. �

The converse of Remark 23.3 is not true: Let S be the interval

p´1, 1q. Then S is bounded in R, but S has neither maximum nor

minimum.

DEFINITION 23.4. Let X be a metric space and let f be a function.

By f is X-bounded, we mean imrf s is bounded in X.

If X is clear, we simply say “bounded”, instead of “X-bounded”.

DEFINITION 23.5. Let f be a function. Assume that imrf s Ď R˚.
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By f has a maximum, we mean: imrf s has a maximum.

By f has a minimum, we mean: imrf s has a minimum.

REMARK 23.6. Let f be a function. Assume that imrf s Ď R. As-

sume that f has a maximum and a minimum. Then f is bounded.

Proof. Let S :“ imrf s. Then S has a maximum and a minimum, so,

by Remark 23.3, S is bounded. Then f is bounded. �

The converse of Remark 23.6 is not true: Let S :“ p´1, 1q, f :“ idS.

Then f is bounded, but f has neither maximum nor minimum.

Let Cˆ :“ tpu, vq P R2 | pu2 ` v2 “ 1q&pv ‰ 1qu. Let σ : Cˆ Ñ R be

stereographic projection. Then σ has neither maximum nor minimum.

So not all max-min problems have a solution. (Max-min problems are

typically called “optimization problems”.) Let X :“ tpx, 0q |x P Ru
be the horizontal axis in R2. Since σ : Cˆ Ñ R is a homeomorphism,

and since x ÞÑ px, 0q : R Ñ X is a homeomoprhism, it follows that

Cˆ is homeomorphic to X. Since Cˆ is bounded in R2, while X is

not, boundedness does not appear to be a topological concept; it is

geometric by nature. However, there is something similar to bound-

edness that topologists study. To understand it, look at the full circle

C :“ tpu, vq P R2 |u2 ` v2 “ 1u, instead of the punctured circle Cˆ. It

is difficult to prove, but it turns out that, if a subset S of R2 is homeo-

morphic to C, then S is bounded. So, in some sense, C is SO bounded

that it even appears bounded to a topologist. This kind of “super-

boundedness” has come to be called “compactness”. In these notes

we will focus on a related concept called “sequential compactness”, to

be defined later. Whatever the technical definitions of compact and

sequentially compact, keep in mind that, sequential compactness is

easier to define and to study, Also, in this course, we only care about

metrizable topological spaces, and, in a metrizable topological space,

sequential compactness is the same as compactness. To get at all the

relevant ideas, we first need to upgrade our understanding of sequences.

DEFINITION 23.7. Let s P pR˚qN. Then

‚ s is semiincreasing means: @j P N, sj ď sj`1.

‚ s is semidecreasing means: @j P N, sj ě sj`1.

‚ s is strictly increasing means: @j P N, sj ă sj`1.

‚ s is strictly decreasing means: @j P N, sj ą sj`1.

FACT 23.8. Let s P pR˚qN. Then all of the following are true:
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(1) s is semiincreasing iff: @i, j P N, rpi ď jq ñ psi ď sjqs.

(2) s is semidecreasing iff: @i, j P N, rpi ď jq ñ psi ě sjqs.

(3) s is strictly increasing iff: @i, j P N, rpi ă jq ñ psi ă sjqs.

(4) s is strictly decreasing iff: @i, j P N, rpi ă jq ñ psi ą sjqs.

Proof. Omitted. �

Let s be a sequence and ` P NN. Then ` : NÑ N and s : NÑ imrss,

so s ˝ ` : N Ñ imrss. In particular, ps ˝ `q‚ is a sequence. Also, for

all j P N, we have: ps ˝ `qj “ ps ˝ `qpjq “ sp`pjqq “ s`j .

We computed p2, 4, 6, 8, . . .q˝p3, 4, 3, 4, 3, 4, . . .q “ p6, 8, 6, 8, 6, 8, . . .q.

Precomposition of p2, 4, 6, 8, . . .q with p3, 4, 3, 4, 3, 4, . . .q creates a new

sequence out of p2, 4, 6, 8, . . .q by writing down the 3rd term, then 4th,

then 3rd, then 4th, then 3rd, then 4th, etc. That is, we write down 6,

then 8, then 6, then 8, then 6, then 8, etc., yielding p6, 8, 6, 8, 6, 8, . . .q.

DEFINITION 23.9. Let s and t be sequences. By t‚ is a subse-

quence of s‚, we mean: Dstrictly increasing ` P NN s.t. t‚ “ ps ˝ `q‚.

In our preceding example, p6, 8, 6, 8, 6, 8, . . .q is NOT a subsequence

of p2, 4, 6, 8, . . .q because p3, 4, 3, 4, 3, 4, . . .q is not strictly increasing. By

contrast, p8, 12, 16, 20, 24, 28, 32, . . .q IS a subsequence of p2, 4, 6, 8, . . .q

because it is obtained by precomposing p2, 4, 6, 8, . . .q with the strictly

increasing sequence p4, 6, 8, 10, 12, 14, 16, . . .q.

Intuitively, you can think of a subsequence of ps1, s2, s3, . . .q as being

obtained by circling infinitely many of the terms of ps1, s2, s3, . . .q and

then discarding all the others, leaving only the circled terms, in their

original order. Then erase all the circles.

For any sequence s, for any K P N, (the K-tail of s‚) is equal to

psK , sK`1, sK`2, . . .q “ s‚ ˝ .pK,K ` 1, K ` 2, . . .q,

so (the K-tail of s‚) is a subsequence of s‚.

REMARK 23.10. Let `,m P NN. Then p` ˝mq‚ P NN and

p`‚,m‚ are strictly increasingq ñ pp` ˝mq‚ is strictly increasingq.

Proof. Since m : NÑ N and ` : NÑ N, it follows that ` ˝m : NÑ N,

i.e., that p` ˝mq‚ P NN. It remains to show:

p`‚,m‚ are strictly increasingq ñ pp` ˝mq‚ is strictly increasingq.
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Assume `‚,m‚ are strictly increasing. We wish to show: p` ˝ mq‚ is

strictly increasing. By (3) of Fact 23.8, we wish to show:

@i, j P N, rpi ă jq ñ pp` ˝mqi ă p` ˝mqjqs.

Let i, j P N be given. We wish to show: pi ă jq ñ pp`˝mqi ă p`˝mqjq.

Assume i ă j. We wish to show: p` ˝mqi ă p` ˝mqj.

As m is strictly increasing and i ă j, by (3) of Fact 23.8, we have

mi ă mj. So, as ` is stricly increasing, by (3) of Fact 23.8, we have

`mi ă `mj . That is, p` ˝mqi ă p` ˝mqj, as desired. �

Similar arguments show:

(A) @`,m P NN, if ` and m are both strictly decreasing, then ` ˝m

is strictly increasing.

(B) @`,m P NN, if ` and m are both semidecreasing, then ` ˝m is

semiincreasing.

(C) @`,m P NN, if ` and m are both semiincreasing, then ` ˝ m is

semiincreasing.

(D) @`,m P NN, if ` is semiincreasing and m is semidecreasing, then

` ˝m is semidecreasing.

For example, to prove (A), we note that, because ` and m both reverse

strict inequalities, it follows that ` ˝m will preserve strict inequalities.

(If you turn an inequality around twice, it’s the same as not turning it

around at all.)

COROLLARY 23.11. Let s be a sequence, let t be a subsequence

of s‚ and let u be a subsequence of t‚. Then u‚ is a subsequence of s‚.

Proof. Since t‚ is a subsequence of s‚, choose a strictly increasing ` P NN

such that t‚ “ ps˝ `q‚. Since u‚ is a subsequence of t‚, choose a strictly

increasing m P NN such that u‚ “ pt ˝ mq‚. Let n :“ ` ˝ m. By

Remark 23.10, n‚ P NN and n‚ is strictly increasing. We have

u “ t ˝m “ ps ˝ `q ˝m “ s ˝ p` ˝mq “ s ˝ n.

That is, u‚ “ ps ˝ nq‚. Then u‚ is a subsequence of s‚. �

In class, we gave an informal proof of the following result. Below,

we give a formal proof, using the Principle of Mathematical Induction.

REMARK 23.12. Let ` P NN and assume that `‚ is strictly increas-

ing. Then, @j P N, `j P rj..8q.



NOTES 1 177

Proof. For all j P N, let Pj :“ r`j P rj..8qs. Want: @j P N, Pj. We have

`1 P N “ r1..8q. Then P1 holds. By the Principle of Mathematical

Induction, we wish to show: @j P N, pPj ñ Pj`1q. Let j P N be given.

We wish to show: Pj ñ Pj`1. Assume Pj. Want: Pj`1. Let k :“ j` 1.

We wish to show: Pk. Know: `j P rj..8q. Want: `k P rk..8q.

Since `j P rj..8q, it follows that `j ě j. Since `‚ is strictly increasing,

it follows that `j`1 ą `j. Then `k “ `j`1 ą `j ě j. Then `k ą j. So,

since `k, j P N, we get `k ě j ` 1. Then `k ě j ` 1 “ k, so `k ě k. So,

since `k P N, we get `k P rk..8q, as desired. �

The next result says, for example, that the 500th term of a subse-

quence must be, for some k P r500..8q, the kth term of the original

sequence. More generally, each term of the subsequence is a “later”

term of the sequence. More precisely:

COROLLARY 23.13. Let s be a sequence and let t be a subsequence

of s‚. Let j P N. Then Dk P rj..8q s.t. tj “ sk.

Proof. Choose a strictly increasing ` P NN such that t‚ “ ps ˝ `q‚.

By Remark 23.12, `j P rj..8q. Let k :“ `j. We wish to show: tj “ sk.

We have tj “ ps ˝ `qj “ s`j “ sk, as desired. �

It’s a consequnce of Corollary 23.13 that the image of a subsequence

is a subset of the image of the sequence. Consequently, for any bounded

sequence in a metric space, all of its subsequences are bounded as well.

Another consequence of Corollary 23.13 is:

THEOREM 23.14. Let X be a topological space, s P XN, z P X. Let

t be a subsequence of s‚. Assume: s‚ Ñ z in X. Then t‚ Ñ z in X.

Proof. We wish to show: @U P NXpzq, DI P N s.t., @j P N,

r j ě I s ñ r tj P U s.

Let U P NXpzq be given. We wish to show: DI P N s.t., @j P N,

r j ě I s ñ r tj P U s.

Since s‚ Ñ z in X and U P NXpzq, choose I P N such that, @k P N,

r k ě I s ñ r sk P U s.

We wish to show: @j P N,

r j ě I s ñ r tj P U s.
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Let j P N be given. We wish to show:

r j ě I s ñ r tj P U s.

Assume that j ě I. We wish to show: tj P U .

By Corollary 23.13, choose k P rj..8q s.t. tj “ sk. Since k P N
and k ě j ě I, by the choice of U , we conclude that sk P U . Then

tj “ sk P U , as desired. �

DEFINITION 23.15. Let X be a topological space and let s P XN.

By s‚ is convergent, we mean: Dz P X s.t. s‚ Ñ z in X.

COROLLARY 23.16. Let X be a topological space, let s P XN and

let t be a subsequence of s‚. Assume that s‚ is convergent in X. Then

t‚ is convergent in X.

Proof. Since s‚ is convergent in X, choose z P X s.t. s‚ Ñ z in X. By

Theorem 23.14, we have t‚ Ñ z in X. Then t‚ is convergent in X. �

The converse of Corollary 23.16 is false: Let s‚ “ p´1, 1,´1, 1, . . .q

and let t‚ “ p1, 1, 1, 1, . . .q. Then t‚ is convergent in R, but s‚ is not.

DEFINITION 23.17. Let X be a topological space, s P XN. Then

by s‚ is subconvergent in X, we mean: there exists a subsequence t

of s‚ such that t‚ is convergent in X.

Note that any sequence a subsequence of itself, so convergent implies

subconvergent. The converse fails: p´1, 1,´1, 1, . . .q is subconvergent

in R, but is not convergent in R.

The sequence p1, 2, 3, 4, . . .q is not subconvergent in R, and is there-

fore not convergent in R. However, p1, 2, 3, 4, . . .q is convergent in R˚,
and is therefore subconvergent in R˚.

DEFINITION 23.18. Let X be a topological space. By X is sequen-

tially compact, we mean: @s P XN, s‚ is subconvergent in X.

That is, a topological space is sequentially compact if every sequence

has a convergent subsequence.

Because p1, 2, 3, 4, . . .q is not subconvergent in R, we see that R is not

sequentially compact. Let C :“ tpu, vq P R2 |u2 ` v2 “ 1u. We eventu-

ally wish to show that C IS sequentially compact, but that requires a

few preliminary results.

DEFINITION 23.19. Let X be a metric space. By X is proper, we

mean: @bounded s P XN, s‚ is subconvergent.
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Here is a brief description of the upcoming program in this course:

We will eventually show that R is proper. So, as we saw earlier,

in R, there are sequences with no convergent subsequences, but you

can’t find a BOUNDED sequence with no convergent subsequence.

We will eventually show that R2 is proper. We will eventually show

that every closed bounded subset of a proper metric space is sequen-

tially compact. This will show that C, being a closed bounded subset

of R2, is sequentially compact. Let D be some other subset of R2 that

is homeomorphic to C. Then D is sequentially compact. We will even-

tually show that every sequentially compact subset of a metric space is

closed and bounded in the metric space. Then D is necessarily closed

and bounded in R2. The upshot of this discussion: We will see that

C “looks bounded” even to a topologist, because there is no homeo-

morphic image of it (in ANY metric space) that is unbounded.

This concludes our description of the upcoming program.

It will be helpful, going forward to have some dynamical ideas, and

the basis of dynamics is iterated maps. That is, given a function f ,

we can compose it with itself repeatedly, and we develop the following

notation to handle the basic bookkeeping of that.

DEFINITION 23.20. Let f be a function. We define f 0
˝ :“ iddomrf s

.

We define f 1
˝ :“ f . For all j P r2..8q, we define f j˝ :“ f ˝ ¨ ¨ ¨ ˝ f , the

composition of j copies of f . For all j P N0, the function f j˝ is called

the jth composition power of f .

The logic purist would not like the informality of “f j˝ “ f ˝ ¨ ¨ ¨ ˝ f”.

To be more formal, we could rewrite Definition 23.20, as follows: Let

f be a function. For all x P domrf s, @j P N, let

ORBSjf pxq :“ t y P ppdomrf sq Y pimrf sqqr0..js |

py0 “ xq & p@i P r1..js, yi “ fpyi´1qq u,

ENDORBSjf pxq :“ t yj P imrf s | y P ORBSjf pxq u.

For all x P domrf s, @j P N, an element of ORBSjf pxq is called a j-length

orbit of x under f , and, informally, is a tuple py0, . . . , yjq s.t.

y0 “ x, y1 “ fpy0q, y2 “ fpy1q, ¨ ¨ ¨ yj “ fpyj´1q.

It is not hard to show, @x P domrf s, @j P N, that ORBSjf pxq has

at most one element; consequently ENDORBSjf pxq also has at most
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one element. For all j P N0, we define f j˝ : domrf s 99K imrf s by

f j˝ pxq “

#

x, if j “ 0

ELTpENDORBSjf pxqq, if j P N.

For an example, define f : r0, 100s Ñ R by fpxq “ x` 1. Then

‚ f 0
˝ p0q “ 0,

‚ f 1
˝ p0q “ 1,

‚ f 2
˝ p0q “ 2,

‚ f 3
˝ p0q “ 3,

‚
...

‚ f 100
˝ p0q “ 100,

‚ f 101
˝ p0q “ 101 and

‚ f 102
˝ p0q “ /.

We leave it as an unassigned exercise to show: For any set P , for

any f : P Ñ P , for any j P N, we have f j˝ : P Ñ P .

We also leave as an unassigned exercise: For any function f , for

any x, for any j P N0, we have fpf j˝ pxqq “ f j`1˝ pxq.

In class, we gave an informal proof of the following result. Below,

we give a formal proof, using composition powers.

FACT 23.21. Let P Ď N. Assume #P “ 8. Then D` P PN s.t. `‚ is

strictly increasing.

Proof. As #P “ 8, we get P ‰ H. So, by the Well-Ordering of N,

P has a minimum. Let m :“ minP . Then m P P Ď N.

For all k P N, because #P “ 8 and #r1..ks “ k ă 8, it follows

that #pP zr1..ksq “ 8, and so P zr1..ks ‰ H. So, by the Well-Ordering

of N, we see: @k P N, P zr1..ks has a minimum. Define f : P Ñ P

by fpkq “ minpP zr1..ksq. Then, for all k P P , we have fpkq P P zr1..ks.

As f : P Ñ P , we see, for all j P N0, that f j˝ : P Ñ P . Define ` P PN

by `j “ f j˝ pmq. Want: `‚ is strictly increasing. We wish to show:

@j P N, `j ă `j`1. Let j P N be given. We wish to show: `j ă `j`1.

Let k :“ `j. Then fpkq “ fp`jq “ fpf j˝ pmqq “ f j`1˝ pmq “ `j`1.

Also, as fpkq P P zr1..ks Ď Nzr1..ks “ pk..8q, we get fpkq ą k. Then

`j “ k ă fpkq “ `j`1, as desired. �

LEMMA 23.22. Let s P RN. Assume that s‚ is semiincreasing and

R-bounded. Then s‚ is convergent in R.
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Proof. Let A :“ ts1, s2, s3, . . .u and let y :“ supA. Then A “ imrss.

As s‚ is R-bounded, it follows that A is bounded in R. Choose M P R
such that A ďM . Then supA ďM . We have

´8 ă s1 P A ď supA “ y,

so ´8 ă y. Also y “ supA ďM ă 8, so y ă 8. Then ´8 ă y ă 8,

so y P R. It suffices to show: s‚ Ñ y in R.

We wish to show: @ε ą 0, DK P N s.t., @j P N,

r j ě K s ñ r |sj ´ y| ă ε s.

Let ε ą 0 be given. We wish to show: DK P N s.t., @j P N,

r j ě K s ñ r |sj ´ y| ă ε s.

We have y´ε ă y “ supA, so y´ε ă supA. Then NOTpA ď y´εq.

Choose z P A s.t. z ą y´ε. Since z P A “ ts1, s2, s3, . . .u, choose K P N
s.t. z “ sK . We wish to show: @j P N,

r j ě K s ñ r |sj ´ y| ă ε s.

Let j P N be given. We wish to show:

r j ě K s ñ r |sj ´ y| ă ε s.

Assume: j ě K. Want: |sj ´ y| ă ε. Want: y ´ ε ă sj ă y ` ε.

Since K ď j, by (1) of Fact 23.8, we see that sK ď sj. We have

y ´ ε ă z “ sK ď sj, so y ´ ε ă sj. It remains to show: sj ă y ` ε.

We have sj P A ď supA “ y ă y ` ε, so sj ă y ` ε, as desired. �

For any s P RN, we define ´s P RN by p´sqj “ ´sj. We leave it as

an unassigned exercise to show: for any s P RN, if s‚ is semidecreasing,

then p´sq‚ is semiincreasing. We leave it as an unassigned exercise

to show: for any s P RN, if s‚ is R-bounded, then p´sq‚ is R-bounded.

We leave it as an unassigned exercise to show: for any s P RN, if p´sq‚
is convergent in R, then s‚ is convergent in R.

DEFINITION 23.23. Let s P pR˚qN. Then

‚ s‚ is semimonotone means:

( s‚ is semiincreasing ) or ( s‚ is semidecreasing ).

‚ s‚ is strictly monotone means:

( s‚ is strictly increasing ) or ( s‚ is strictly decreasing ).

LEMMA 23.24. Let s P RN. Assume that s‚ is semimonotone and

R-bounded. Then s‚ is convergent in R.
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Proof. As s‚ is semimonotone, we conclude:

(1) s‚ is semiincreasing or

(2) s‚ is semidecreasing.

Proof in Case 1: By Lemma 23.22, s‚ is convergent in R, as desired.

End of proof in Case 1.

Proof in Case 2: Since p´sq‚ is semiincreasing and R-bounded,

by Lemma 23.22, p´sq‚ is convergent in R. Then s‚ is convergent

in R, as desired. End of proof in Case 2. �

We told a story that indicated how to prove the following result, but

delayed the formal proof until the next class.

THEOREM 23.25. Let s P RN. Then there exists a subsequence t

of s‚ such that t‚ is semimonotone.

Proof. Next class. See Theorem 24.12. �

24. Class 24 on 5 December 2017, Tu of Week 14

Assigned HW#66.

DEFINITION 24.1. Let Y be a topological space. Let A Ď Y . Then

ClYA :“
č

t C closed in Y | C Ě A u,

IntYA :“
ď

t W open in Y | W Ď A u,

BYA :“ rClYAs z rIntYAs,

IsolYA :“ t z P Y | DV P NY pzq s.t. V X A “ tzu u, and

LPYA :“ rClYAs z rIsolYAs.

The sets ClYA, IntYA, BYA, IsolYA and LPYA are called the clo-

sure, interior, boundary, isolated set and limit point set of A,

respectively. When Y is clear, it can be omitted and we have: ClA,

IntA, BA, IsolA and LPA.

We drew a neither-open-nor-closed subset A of R2 that had three

isolated points. We went through and described ClR2pAq, IntR2pAq,

BR2pAq, IsolR2pAq and LPR2pAq.
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We did another example: Let A :“ r1, 2q Y t3u. Then A Ď R and

ClRA “ r1, 2s Y t3u,

IntRA “ p1, 2q

BRA “ t1, 2, 3u

IsolRA “ t3u and

LPRA “ r1, 2s.

For any topological space Y , the operator ClY : 2Y Ñ 2y has the su-

perset property, the monotonicity property and the idempotence prop-

erty. That is, for any topological space Y , we have:

p @A Ď Y, r ClA Ě A s q,

p @A,B Ď Y, r pA Ď Bq ñ pClA Ď ClBq s q and

p @A Ď Y, r ClpClAq Ě ClA s q.

Also, for any topological space Y , for any A Ď Y , we have:

( A is closed in Y ) iff ( ClA “ A ).

FACT 24.2. Let Y be a topological space, let A Ď Y and let C be a

closed subset of Y . Assume that A Ď C. Then ClA Ď C.

Proof. By monotonicity, ClA Ď ClC. Since C is closed in Y , we have

ClC “ C. Then ClA Ď ClC “ C, as desired. �

Let Y be a topological space, A Ď Y . An element of ClYA is called

a closure point of A in Y . An element of IntYA is called an interior

point of A in Y . An element of BYA is called an boundary point

of A in Y . An element of IsolYA is called an isolated point of A in Y .

Note: @z P Y , we have:

( z is an isolated point of A in Y ) iff

( [ z P A ] and [ tzu is open in A ] ) iff

( [ z P A ] and [ z is isolated in A ] ).

An element of LPYA is called a limit point of A in Y .

Assigned HW#67.

We have the following quantified equivalences, one for closure points,

the other for limit points:

FACT 24.3. Let Y be a topological space, A Ď Y and z P Y . Then

(1) pz P ClAq ô p@V P N pzq, V X A ‰ Hq and
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(2) pz P LPAq ô p@V P Nˆpzq, V X A ‰ Hq.

Proof. Proof of (1): Proof of ñ: Homework#67. End of proof of ñ.

Proof of ð: Assume: @V P N pzq, V X A ‰ H. We wish to show:

z P ClA. That is, we wish to show:

z P
č

t C closed in Y | C Ě A u.

Let S :“ tC closed in Y |C Ě Au. We wish to show: @C P S, z P C.

Let C P S be given. We wish to show z P C. Assume that z R C. We

aim for a contradiction.

Since C P S, it follows both that C is closed in Y and that C Ě S.

Let V :“ Y zC. Since C is closed in Y , it follows that V is open in Y .

So, since z P V , it follows, from Remark 16.4, that V P N pzq. Then,

by assumption, V X A ‰ H.

We have A Ď C, so V XA Ď V XC. Since V “ Y zC, it follows that

V XC “ H. Then V XA Ď V XC “ H, so V XA “ H. Contradiction.

End of proof of ð. End of proof of (1).

Proof of (2): Unassigned homework. End of proof of (2). �

There are sequential versions of closure, interior, boundary, isolated

set and limit point set. We will only need sequential closure:

DEFINITION 24.4. Let Y be a topological space and let A Ď Y .

Then sClYA :“ tz P Y | Ds P AN s.t. s‚ Ñ z in Y u.

Let Y be a topological space and let A Ď Y . Then sClYA is called

the sequential closure of A in Y . An element of sClYA is called a

sequential closure point of A in Y . When Y is clear, we may omit

the subscript and use sClA.

For any topological space Y , the operator sClY : 2Y Ñ 2Y has the

superset property and the monotonicity property. That is, for any

topological space Y , we have:

p @A Ď Y, r ClA Ě A s q and

p @A,B Ď Y, r pA Ď Bq ñ pClA Ď ClBq s q.

WARNING: There are strange topological spaces Y in which a subset

A Ď Y exists satisfying ClY pClYAq ‰ ClYA. That is, for certain Y , the

operator ClY : 2Y Ñ 2Y is NOT idempotent. However, we will eventu-

ally see, for any METRIZABLE topological space Y , that sClY “ ClY .

So, for any metrizable topological space Y , the idempotence of ClY
implies that of sClY .
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We drew a neither-open-nor-closed subset A of R2 that had three

isolated points. We verified that sClR2pAq “ ClR2pAq.

Assigned HW#68.

DEFINITION 24.5. Let Y be a set, d PMpY q, s P Y N, z P Y . Then

dps‚, zq P r0,8q
N is defined by pdps‚, zqqj “ dpsj, zq.

Assigned HW#69 and HW#70.

The next definition saves us a bit of writing:

DEFINITION 24.6. Let Y be a topological space and let f be a func-

tion. Assume that domrf s Ď Y . Then LPDY f :“ LPY pdomrf sq.

As usual, we may omit the subscript, and write LPD f instead

of LPDY f , provided Y is clear.

We graphed a function f : R 99K R s.t. domrf s “ r1, 2q Y t3u. We

observed that 3 R LPDR f , and argued

both that f Ñ 8 near 3

and that f Ñ 267 near 3.

In general, we have:

PROPOSITION 24.7. Let Y , Z be topological spaces, f : Y 99K Z.

Let a P Y zpLPDY rf sq. Then: @b P Z, f Ñ b in Z near a in Y .

Proof. Unassigned HW. �

According to Proposition 24.7, we have extreme NON-uniqueness

of limits whenever, on the input side, we try to approach a non-limit

point. On the other hand, what possible reason could anyone have in

being interested in a limit at a non-limit point? By contrast:

THEOREM 24.8. Let Y be a topological space, Z a Hausdorff topo-

logical space. Let f : Y 99K Z. Let a P LPDY f , b, c P Z. Assume:

(1) f Ñ b in Z near a in Y and

(2) f Ñ c in Z near a in Y .

Then b “ c.

Proof. Assume that b ‰ c. We aim for a contradiction.

Since Z is Hausdorff, b, c P Z and b ‰ c, choose V P N pbq, W P N pcq
such that V X W “ H. Since f Ñ b near a and V P N pbq, choose
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P P Nˆpaq s.t. f˚pP q Ď V . Since f Ñ c near a and W P N pcq, choose

Q P Nˆpaq s.t. f˚pQq Ď W . As P,Q P Nˆpaq, we get P XQ P Nˆpaq.

Let D :“ domrf s. Then a P LPD f “ LPD. So, as P XQ P Nˆpaq,

we conclude, from ñ of (2) of Fact 24.3 (with A replaced by D and V

by P XQ), that P XQXD ‰ H. Choose x P P XQXD.

Since x P D “ domrf s and x P P , it follows that fpxq P f˚pP q.

Since x P D “ domrf s and x P Q, it follows that fpxq P f˚pQq. Since

fpxq P f˚pP q Ď V and fpxq P f˚pQq Ď W , it follows that fpxq P V XW .

Then V XW ‰ H. Contradiction. �

Theorem 24.8, has an input hypothesis: a P LPDY f . This is a

tame hypothesis. After all, what possible reason could anyone have in

being interested in a limit at a non-limit point? It also has an output

hypothesis: Z is Hausdorff. This is also tame. After all, what possible

interest could anyone have in a non-Hausdorff topological space?

COROLLARY 24.9. Let Z be a Hausdorff topological space. Let

s P ZN and let b, c P Z. Assume:

(1) s‚ Ñ b in Z and

(2) s‚ Ñ c in Z.

Then b “ c.

Proof. Let Y :“ N˚ and let a :“ 8. We have s : Y 99K Z and

(1’) sÑ b in Z near a in Y and

(2’) sÑ c in Z near a in Y .

Since s P ZN, we have domrss “ N. We have

LPDY rss “ LPY pdomrssq “ LPN˚pNq “ t8u.

Then a “ 8 P t8u “ LPDY rss.

Then, by Theorem 24.8 (with f replaced by s), b “ c, as desired. �

LEMMA 24.10. Let Y be a metric space, let s P Y N and let t be a

subsequence of s‚. Assume that s‚ is Y -bounded. Then t‚ is Y -bounded.

Proof. As s‚ is Y -bounded, we see that imrs‚s is a bounded subset of Y .

As t‚ is a subsequence of s‚, we see that imrt‚s Ď imrs‚s. It follows

that imrt‚s is a bounded subset of Y . Then t‚ is Y -bounded. �
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LEMMA 24.11. Let s P pR2qN. Define p, q : R2 Ñ R by ppx, yq “ x

and qpx, yq “ y. Then

r s‚ is R2-bounded s

ô r ppp ˝ sq‚ is R-boundedq & ppq ˝ sq‚ is R-boundedq s.

Proof. Unassigned homework. �

We now pick up where we left off at the end of the last class:

THEOREM 24.12. Let s P RN. Then there exists a subsequence t

of s‚ such that t‚ is semimonotone.

Proof. Let P :“ tj P N | sj ě tsj`1, sj`2, sj`3, . . .uu. Then

(A) @j P P , @k P pj..8q, sj ě sk and

(B) @j P NzP , Dk P pj..8q s.t. sj ă sk.

One of the following must be true:

(1) #P “ 8 or

(2) #P ă 8.

Proof in Case 1: By Fact 23.21, choose ` P PN s.t. `‚ is strictly

increasing. Since P Ď N, we get PN Ď NN. Then `‚ P P
N Ď NN. Let

t :“ ps ˝ `q‚. Then t‚ is a subsequence of s‚. We wish to show that

t‚ is semimonotone. We will show that t‚ is semidecreasing. We wish

to show: @i P N, ti ě ti`1. Let i P N be given. Want: ti ě ti`1.

Since `‚ is strictly increasing, it follows that `i ă `i`1. Let j :“ `i
and k :“ `i`1. Then j ă k. Since `‚ P P

N, we get j, k P P . Since j ă k

and since j, k P P Ď N, we conclude that k P pj..8q. Then, by (A), we

see that sj ě sk. Then ti “ s`i “ sj ě sk “ s`i`1
“ ti`1, as desired.

End of proof in Case 1.

Proof in Case 2: Since P Ď N Ď R and #P ă 8, we see that P has a

maximum. Let m :“ maxP . Then P Ď r1..ms. Then NzP Ě Nzr1..ms.
For all j P pm..8q, let Qj :“ tk P pj..8q | sj ă sku. For all j P pm..8q,

we have j P Nzr1..ms Ď NzP , so, by (B), we see that Qj ‰ H. Then,

for all j P pm..8q, we have H ‰ Qj Ď N, so, by Well-Ordering of N,

Qj has a minimum. Define f : pm..8q Ñ pm..8q by fpjq “ minQj.

As f : pm..8q Ñ pm..8q, we see: @i P N, f i´1˝ : pm..8q Ñ pm..8q.

Define ` P pm..8qN by `i “ f i´1˝ pm ` 1q. Since pm..8q Ď N, we get

pm..8qN Ď NN. Then `‚ P pm..8q
N Ď NN. For all i P N, we have

`i`1 “ f i˝pm` 1q “ fpf i´1˝ pmqq “ fp`iq.
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Claim: `‚ is strictly increasing. Proof of Claim: We wish to show:

@i P N, `i ă `i`1. Let i P N be given. We wish to show: `i ă `i`1. Let

j :“ `i and let k :“ `i`1. We wish to show: j ă k.

By definition of Qj, we have Qj Ď pj..8q. Then

k “ `i`1 “ fp`iq “ fpjq “ minQj P Qj Ď pj..8q.

Then k P pj..8q, so j ă k, as desired. End of proof of Claim.

As `‚ P NN, it follows, from the Claim, that ps ˝ `q‚ is a subsequence

of s‚. Let t :“ ps ˝ `q‚. We wish to show: t‚ is semimonotone. We will

show: t‚ is strictly increasing. We wish to show: @i P N, ti ă ti`1. Let

i P N be given. We wish to show: ti ă ti`1.

Let j :“ `i and k :“ `i`1. Then

k “ `i`1 “ fp`iq “ fpjq.

Then k “ fpjq “ minQj P Qj. So, by definition of Qj, we have sj ă sk.

Then ti “ s`i “ sj ă sk “ s`i`1
“ ti`1. End of proof in Case 2. �

COROLLARY 24.13. The topological space R is proper.

Proof. We wish to show, for any R-bounded s P RN, that s‚ is subcon-

vergent in R. Let an R-bounded s P RN be given. We wish to show

that s‚ is subconvergent in R.

By Theorem 24.12, choose a subsequence t of s‚ such that t‚ is

semimontone. Since t‚ is a subsequence of s‚ and s‚ is R-bounded, by

Lemma 24.10, t‚ is R-bounded. As t‚ is semimonotone and R-bounded,

by Lemma 23.24 (with s replaced by t), t‚ is convergent in R. So, since

t‚ is a subsequence of s‚, we see that s‚ is subconvergent in R. �

COROLLARY 24.14. The topological space R2 is proper.

Proof. We wish to show, for any R2-bounded s P pR2qN, that s‚ is

subconvergent in R2. Let an R2-bounded s P pR2qN be given. We wish

to show that s‚ is subconvergent in R2.

Define p, q : R2 Ñ R by ppx, yq “ x and qpx, yq “ y. Because s‚ is

R2-bounded, it follows, fromñ of Lemma 24.11, that pp˝sq‚ and pq˝sq‚
are both R-bounded. By Corollary 24.13, choose a strictly increasing

` P NN such that pp˝s˝ `q‚ is convergent in R. As pq ˝sq‚ is R-bounded

and pq ˝ s ˝ `q‚ is a subsequence of pq ˝ sq‚, by Lemma 24.10, we see

that pq ˝ s ˝ `q‚ is R-bounded. By Corollary 24.13, choose a strictly

increasing m P NN such that pq ˝ s ˝ ` ˝mq‚ is convergent in R.
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As ps˝`˝mq‚ is a subsequence of ps˝`q‚ and ps˝`q‚ is a subsequence

of s‚, we see, by Corollary 23.11, that ps˝`˝mq‚ is a subsequence of s‚.

It therefore suffices to show that ps ˝ ` ˝mq‚ is convergent in R2.

Since pp˝s˝`q‚ is convergent in R and pp˝s˝`˝mq‚ is a subsequence

of pp˝s˝`q‚, by Corollary 23.16, we see that pp˝s˝`˝mq‚ is convergent

in R. Since pp ˝ s ˝ ` ˝mq‚ and pq ˝ s ˝ ` ˝mq‚ are both convergent in R,

it follows, from ð of HW#66, that ps˝ `˝mq‚ is convergent in R2. �

25. Class 25 on 7 December 2017, Th of Week 14

THEOREM 25.1. Let Y be a metric space and let A Ď Y . Assume

that A is sequentially compact. Then A is closed and bounded in Y .

Proof. We wish to show:

(1) A is closed in Y and

(2) A is bounded in Y .

Proof of (1): We wish to show: A “ ClYA. By the superset property,

A Ď ClYA. We wish to show: ClYA Ď A. By HW#70, ClYA “ sClYA.

We wish to show: sClYA Ď A. We wish to show: @z P sClYA, z P A.

Let z P sClYA be given. We wish to show: z P A.

Choose s P AN s.t. s‚ Ñ z in Y . Because A is sequentially compact,

we know that s‚ is subconvergent in A. Choose a subsequence t of s‚
s.t. t‚ is convergent in A. Choose x P A s.t. t‚ Ñ x in A. By Theo-

rem 19.9, t‚ Ñ x in Y . Since t‚ is a subsequence of s‚ and since s‚ Ñ z

in Y , it follows, from Theorem 23.14, that t‚ Ñ z in Y . By HW#41,

any metric space is Hausdorff, so Y is Hausdorff. So, since both t‚ Ñ x

in Y and t‚ Ñ z in Y , it follows, from Corollary 24.9, that x “ z. Then

z “ x P A, as desired. End of proof of (1).

Proof of (2): Assume A is unbounded in Y . Want: Contradiction.

Since A is unbounded in Y , it follows that A ‰ H. Choose p P A.

Since A is unbounded in Y , it follows, for all k P N, that A Ę Bpp, kq,

and so AzrBpp, kqs ‰ H. By the Axiom of Choice, choose s P AN

s.t. @k P N, sk R Bpp, kq.
Since A is sequentially compact, choose a subsequence t of s‚ s.t. t‚ is

convergent in A. Choose x P A s.t. t‚ Ñ x in A. Let d denote the metric

on Y . Choose I P N s.t., @j P N,

r j ě I s ñ r dptj, xq ă 1 s.
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Let M :“ dpx, pq, and, by the Archimedean Principle, choose j P N
s.t. j ě maxtI, 1`Mu. Then j ě I and j ě 1`M . By Corollary 23.13,

choose k P rj..8q s.t. tj “ sk. Then dptj, pq “ dpsk, pq. Since j ě I, by

the choice of I, we have dptj, xq ă 1. Then

dptj, pq ď rdptj, xqs ` rdpx, pqs ă 1 ` M.

Since k P rj..8q, it follows that j ď k. By the choice of s‚, we have

sk R Bpp, kq. Then dpsk, pq ě k. Then

j ď k ď dpsk, pq “ dptj, pq ă 1`M ď j,

so j ă j. Contradiction. End of proof of (2). �

COROLLARY 25.2. Let Y be a metrizable topological space, A Ď Y .

Assume that A is sequentially compact. Then A is closed in Y .

Proof. Choose a metric d on Y s.t. Td is the topology on Y . Then,

by Theorem 25.1, A is closed and bounded in the metric space pY, dq.

Then A is closed in the topological space Y . �

THEOREM 25.3. Let Y be a proper metric space. Then:

r A is sequentially compact s ô r A is closed and bounded in Y s.

Proof. Proof of ñ: Follows from Theorem 25.1. End of proof of ñ.

Proof of ñ: Assume that A is closed and bounded in Y . We wish to

show that A is sequentially compact in Y . That is, we wish to show:

@s P AN, s‚ is subconvergent in A. Let s P AN be given. We wish

to show: s‚ is subconvergent in A.

Since s‚ P A
N, we see that imrs‚s Ď A. So, as A is bounded in Y , we

conclude that imrs‚s is bounded in Y . Then s‚ is bounded in Y . So,

since Y is proper, s‚ is subconvergent in Y . Choose a subsequence t

of s‚ s.t. t‚ is convergent in Y . Choose z P Y s.t. t‚ Ñ z in Y . As

t‚ is a subsequence of s‚ and s‚ P AN, we conclude that t‚ P AN.

So, since t‚ Ñ z in Y , it follows that z P sClY pAq. By HW#70,

sClY pAq “ ClY pAq. Since A is closed in Y , we get ClY pAq “ A. Then

z P sClY pAq “ ClY pAq “ A. Since t‚ Ñ z in Y and t‚ in AN and z P A,

it follows, from Theorem 19.9, that t‚ Ñ z in A.

So, since t‚ is a subsequence of s‚, we conclude that s‚ is subconver-

gent in A, as desired. End of proof of ñ. �

COROLLARY 25.4. Let C :“ tpu, vq P R2 |u2` v2 “ 1u. Then C is

sequentially compact.
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Proof. By Corollary 24.14, R2 is proper. So, since C is closed and

bounded in R2, by Theorem 25.3, C is sequentially compact. �

LEMMA 25.5. Let Y and Z be topological spaces and let g : Y Ñ Z.

Let s P Y N and b P Y . Assume that s‚ Ñ b in Y . Assume that g is

continuous at x. Then pg ˝ sq‚ Ñ gpbq in Z.

Proof. True by HW#60 (with X replaced by N˚ and a by 8). �

THEOREM 25.6. Let K and Z be topological spaces. Let f : K Ñ Z.

Assume that K is sequentially compact and that f is continuous. Then

imrf s is sequentially compact.

Proof. Let Y :“ imrf s. We wish to show: Y is sequentially compact.

We wish to show: @s P Y N, s‚ is subconvergent in Y . Let s P Y N be

given. We wish to show that s‚ is subconvergent in Y .

By assumption, f is pK,Zq-continuous. So, by ð of (1) of Fact 22.7,

f is pK,Y q-continuous.

For all j P N, since sj P Y “ imrf s, there exists r P K s.t. fprq “ sj.

By the Axiom of Choice, choose r P KN s.t., for all j P N, fprjq “ sj.

For all j P N, we have pf ˝ rqj “ fprjq “ sj. Then pf ˝ rq‚ “ s‚.

Since K is sequentially compact and r P KN, we conclude that r‚ is

subconvergent in K. Choose a subsequence q of r‚ s.t. q is convergent

in K. Choose x P K s.t. q‚ Ñ x in K. Since q‚ Ñ x in K and since

f is pK,Y q-continuous at x, by Lemma 25.5 (with g replaced by f and

b by x), we see that pf ˝ qq‚ Ñ fpxq in Y . �

COROLLARY 25.7. Let C :“ tpu, vq P R2 |u2` v2 “ 1u. Let Z be a

metric space. Let f : C Ñ Z be continuous. Then imrf s is closed and

bounded in Z.

Proof. By Corollary 25.4, C is sequentially compact. Then, by Theo-

rem 25.6, imrf s is sequentially compact. Then, by Theorem 25.3, imrf s

is closed and bounded in Z. �

DEFINITION 25.8. Let A Ď R. Then A is bounded above in R
means: DM P R s.t. A ďM . Also, A is bounded below in R means:

DN P R s.t. N ď A.

We often omit “in R” if it will cause no confusion.

Recall that, in any metric space, “bounded” means “contained in a

ball”. In R, a ball is the same as a bounded open interval, so “bounded

in R” means “contained in a bounded open interval”.
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REMARK 25.9. Let A Ď R. Then:

r A is bounded in R s ô r A is bounded above and below in R s.

Proof. Unassigned HW. �

THEOREM 25.10. Let r, s, t P pR˚qN. Let b P R˚. Assume, @j P N,

rj ď sj ď tj. Assume: ( r‚ Ñ b ) and ( t‚ Ñ b ). Then: s‚ Ñ b.

Proof. Let Y :“ N˚ and let a :“ 8. Let P :“ N. Then P P Nˆ
Y paq

and, by assumption, r‚ ď s‚ ď t‚ on P . Then, by Theorem 21.2 (with

f replaced by r‚, g by s‚ and h by t‚), we get s‚ Ñ b, as desired. �

THEOREM 25.11. Let A Ď R be nonempty and bounded above.

Then supA P ClRA.

Proof. Let y :“ supA. Then y P R˚ and we wish to show: y P ClRA.

Since R is a metric space, by HW#70, we get ClRA “ sClRA, so it

suffices to show: y P sClRA. Want: Ds P AN s.t. s‚ Ñ y in R.

Since A is bounded above, choose M P R s.t. A ďM . Then

supA “ minpUBpMqq ď UBpMq and M P UBpMq,

so supA ď M . Then y “ supA ď M ă 8. Then y ă 8. Since A is

nonempty, choose b P A. We have y “ supA “ minpUBpAqq P UBpAq,

so A ď y. Then ´8 ă b P A ď y. Then ´8 ă y.

Since ´8 ă y ă 8 and y P R˚, we see that y P R. For all j P N,

y ´ p1{jq ă y “ supA “ minpUBpAqq, so y ´ p1{jq R UBpAq, so

NOTpA ď y ´ p1{jqq, so Ds P A s.t. s ą y ´ p1{jq. So, by the Axiom

of Choice, choose s P AN s.t., @j P N, sj ą y´p1{jq. Want: s‚ Ñ y in R.

Define r, t P RN by rj “ y´p1{jq and tj “ y`p1{jq. Then r‚ Ñ y and

t‚ Ñ y, so, by Theorem 25.10, it suffices to show: @j P N, rj ď sj ď tj.

Let j P N be given. We wish to show: rj ď sj ď tj.

By choice of s‚, we have sj ą y ´ p1{jq. Then rj “ y ´ p1{jq ă sj.

Then rj ă sj, so rj ď sj. It remains to show: sj ď tj.

Since s‚ P A
N, we get sj P A. Then sj P A ď y ă y ` p1{jq “ tj.

Then sj ă tj, so sj ď tj, as desired. �

COROLLARY 25.12. Let A Ď R be nonempty, closed in R and

bounded above in R. Then A has a maximum.

Proof. We wish to show: maxA ‰ /.
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Let y :“ supA. By Theorem 25.11, we have y P ClRA. Then y ‰ /.

It therefore suffices to show: maxA “ y. That is, we wish to show

y P AX rUBpAqs.

Since A is closed in R, it follows that ClRA “ A. Then y P ClRA “ A.

We wish to show: y P UBpAq.

We have y “ supA “ minpUBpAqq. Then y P UBpAq, as desired. �

COROLLARY 25.13. Let B Ď R be nonempty and bounded below.

Then inf B P ClRB.

Sketch of proof, details left to the reader: Let A :“ ´B. Since B

is nonempty and bounded below, it follows that A is nonempty and

bounded above. Then, by Theorem 25.11, we have supA P ClRA.

Then inf B “ ´psupAq P ´pClRAq “ ClRB. End of sketch of proof.

COROLLARY 25.14. Let B Ď R be nonempty, closed in R and

bounded below in R. Then B has a minimum.

Sketch of proof, details left to the reader: Let A :“ ´B. Since B is

nonempty, closed and bounded below, it follows that A is nonempty,

closed and bounded above. Then, by Theorem 25.12, A has a max-

imum. Then ´A has a minimum. Since ´A “ ´p´Bq “ B, we

conclude that B has a minimum, as desired. End of sketch of proof.

THEOREM 25.15. Let S Ď R be nonempty, closed and bounded in

R. Then S has a maximum and a minimum.

Proof. By ñ of Remark 25.9, we see that S is bounded above and

below in R. Then, by Corollary 25.12 and Corollary 25.14, S has a

maximum and a minimum. �

The next result is called the Extreme Value Theorem.

THEOREM 25.16. Let K be a nonempty sequentially compact topo-

logical space and let f : K Ñ R be continuous. Then f has a maximum

and a minimum.

Proof. Since K is nonempty and domrf s “ K, it follows that imrf s

is nonempty. By Theorem 25.6, imrf s is sequentially compact. Let

S :“ imrf s. Then S is nonempty and sequentially compact. By Defi-

nition 23.5, we wish to show: S has a maximum and a minimum.
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Since S is sequentially compact, it follows, from ñ of Theorem 25.3,

that S is closed and bounded in R. So, since S is also nonempty,

by Theorem 25.15, we see that S has a maximum and a minimum. �

DEFINITION 25.17. Let Y , Z be topological spaces, f : Y 99K Z.

Let a P Y . Then

pY, Zq- LIMS
a

f :“ t b P Z | f Ñ b in Z near a in Y u and

pY, Zq- lim
a
f :“ ELTp pY, Zq- LIMS

a
f q.

When Y and Z are clear, we often omit “pY, Zq-” and write LIMS
a

f

and lim
a
f . However, some confusion can arise, so care is required:

Define f : Rzt0u Ñ p0,8q by fpxq “ 1{x2. Then f : R 99K R and

f : R 99K R˚. We have

pR,Rq- LIMS
0

f “ H and pR,R˚q- LIMS
0

f “ t8u.

Then pR,Rq- lim
0
f “ / and pR,R˚q- lim

0
f “ 8.

We have alternate notation for lim
a
f :

‚ At any point where the variable x is unbound, we can use

lim
xÑa

fpxq to denote lim
a
f . Then x is temporarily bound, from the

text “lim
xÑa

” to the text “fpxq”, and becomes free afterward.

‚ At any point where the variable t is unbound, we can use

lim
tÑa

fptq to denote lim
a
f . Then t is temporarily bound, from the

text “lim
tÑa

” to the text “fptq”, and becomes free afterward.

‚ Etc.

NOTE TO SELF: Next year, using Theorem 20.8 we will show that

if f “ g on a pnbd of a, then

both p LIMS
a

f Ď LIMS
a

g q and p LIMS
a

g Ď LIMS
a

f q,

and so LIMS
a

f “ LIMS
a

g, and so lim
a
f “ lim

a
g.

NOTE TO SELF: We did prove this, see Theorem 41.18

REMARK 25.18. Let Y , Z be topological spaces, f : Y 99K Z. Let

a P Y , b P Z. Then: p lim
a
f “ b q ñ p f Ñ b near a q.

Proof. Assume lim
a
f “ b. We wish to show: f Ñ b near a.

Since b P Z, we know that b ‰ /. So, since lim
a
f “ b, we see that

LIMS
a

f “ tbu. Then b P LIMS
a

f . Then f Ñ b near a. �
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REMARK 25.19. Let Y be a topological space. Let Z be a Hausdorff

topological space. Let f : Y 99K Z. Let a P LPDY f . Let b P Z. Then:

p lim
a
f “ b q ô p f Ñ b near a q.

Proof. Proof of ñ: This follows from Remark 25.18. End of proof of

ñ.

Proof of ð: Assume f Ñ b near a. We wish to show: lim
a
f “ b.

By Theorem 24.8, #rLIMS
a

f s ď 1. Since b P Z and f Ñ b near a,

we see that b P LIMS
a

f . Then tbu “ LIMS
a

f . Then

lim
a
f “ ELTpLIMS

a
fq “ ELTptbuq “ b,

as desired. End of proof of ð. �

DEFINITION 25.20. Let V be a vector space, S a set, f : V 99K S,

p P V . Then fpp`‚q : V 99K S is defined by pfpp`‚qqphq “ fpp` hq.

The function fpp`‚q is called the “horizontal translate of f by p”.

We explained how the graph of fpp` ‚q is obtained from the graph of

f by a horizontal translation.

DEFINITION 25.21. Let V , W be vector spaces. Let f : V 99K W .

Let p P domrf s. Then fTp : V 99K W is defined by

fTp phq “ rfpp` hs ´ rfppqs.

The function fTp is called the “double translate of f by p”. We

explained how the graph of fTp is obtained from the graph of f by two

translations, one horizontal, one vertical.

DEFINITION 25.22. Let W be a vector space. Let f : R 99K W .

Let p P domrf s. Then SSpf : R 99K W is defined by

pSSpf qphq “
rfpp` hqs ´ rfppqs

h
.

The function SSpf is called the “secant slope function of f at p”.

DEFINITION 25.23. Let W be a normed vector space, f : R 99K W .

Then f 1 : R 99K W is defined by f 1ppq “ lim
0
SSpf .

The function f 1 is called the “derivative of f”.

In Definition 25.23, by lim
0

, we mean pR,W q- lim
0

. In the special case

where W “ R, we mean pR,Rq- lim
0

, and NOT pR˚,R˚q- lim
0

. Thus, for

any function f : R 99K R, for any p, we have f 1ppq R t8,´8u.



196 SCOT ADAMS

REMARK 25.24. Let W be a normed vector space, f : R 99K W .

Then domrf 1s Ď domrf s.

Proof. We wish to show: @p P domrf 1s, p P domrf s. Let p P domrf 1s

be given. We wish to show: p P domrf s.

Since p P domrf 1s, we get f 1ppq ‰ /. That is, lim
0
SSpf ‰ /. Then

SSpf ‰ /. Then, by Definition 25.22, we get p P domrf s. �

Recall: @set S, @b ‰ /, Cb
S : S Ñ tbu is defined by Cb

Spxq “ b.

Recall: @set S, idS : S Ñ S is defined by idSpxq “ x.

We explained: For any normed vector space W , for any y P W , we

have pCy
Rq
1 “ C0W

R . That is, the derivative of a constant is zero.

We explained: pidRq
1 “ C1

R, i.e., the derivative of the identity is one.

26. Class 26 on 12 December 2017, Tu of Week 15

Recall, for any topological space Y , for any A Ď Y , that

ClA “ t z P Y | @U P N pzq, U X A ‰ H u and

LPA “ t z P Y | @U P Nˆ
pzq, U X A ‰ H u.

Recall that a topological space is said to be T1 if all of its singleton

sets are closed. In this course, metrizable is a “tame” hypothesis, in the

sense that every topological space we care about is metrizable. Recall

that, for topological spaces,

metrizable ñ Hausdorff ñ T1.

Then Hausdorff and T1 are even tamer than metrizable.

FACT 26.1. Let Y be a T1 topological space, let p, z P Y and let

U P Nˆpzq. Then Uˆp P Nˆpzq.

Proof. One of the following is true:

(1) p R U or

(2) p P U .

Case 1: As p R U , Up
ˆ “ U . Then Uˆp “ U P Nˆpzq. End of Case 1.

Case 2: Choose V P N pzq such that V ˆz “ U . Then z R V ˆz “ U .

So, since p P U , we conclude that p ‰ z. Since W P N pzq, choose an

open subset W of Y such that z P W Ď V . Since p ‰ z P W , we get

z P Wˆ
p . Since W Ď V , we get Wˆ

p Ď V ˆp . Then z P Wˆ
p Ď V ˆp .

Since Y is T1, we conclude that tpu is closed in Y . Then Y ztpu is

open in Y . So, since W is also open in Y , it follows that WXpY ztpuq is
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open in Y . So, since Wˆ
p “ W ztpu “ W X pY ztpuq, we see that Wˆ

p is

open in Y . So, since z P Wˆ
p Ď V ˆp , it follows that V ˆp P N pzq. Then

pV ˆp q
ˆ
z P Nˆpzq. Then Uˆp “ pV

ˆ
z q

ˆ
p “ V ztp, zu “ pV ˆp q

ˆ
z P Nˆpzq, as

desired. End of Case 2. �

According to Remark 21.16, a one point adjustment of a function

doesn’t affect its limits. There’s an analogous result for limit points

and sets. It states that a one point adjustment of a set doesn’t affect

its limit points:

COROLLARY 26.2. Let Y be a T1 topological space, let p P Y and

let A Ď Y . Then LPpAˆp q “ LPA.

Proof. As Aˆp Ď A, we get LPpAˆp q Ď LPA. Want: LPA Ď LPpAˆp q.

We wish to show: @z P LPA, z P LPpAˆp q. Let z P LPA be given.

We wish to show: z P LPpAˆp q. We wish to show: @U P Nˆpzq,

UXAˆp ‰ H. Let U P Nˆpzq be given. We wish to show: UXAˆp ‰ H.

By Fact 26.1, Uˆp P Nˆpzq. So, since z P LPA, we get Uˆp XA ‰ H.

Then U X Aˆp “ pU X Aqztpu “ Uˆp X A ‰ H, as desired. �

DEFINITION 26.3. @vector space V , @A Ď V , @p P V , we define

A` p :“ t x` p | x P A u and

A´ p :“ t x´ p | x P A u.

REMARK 26.4. Let V be a normed vector space, let A Ď V and let

p P V . Then LPV pA´ pq “ pLPVAq ´ p.

Proof. Unassigned HW. �

REMARK 26.5. Let V be a vector space and let S be a set. Let

f : V 99K S and let p P V . Then:

(1) @h P V, pfpp` ‚qqphq “ fpp` hq and

(2) domrfpp` ‚qs “ pdomrf sq ´ p.

Proof. Unassigned HW. �

REMARK 26.6. Let V and W be vector spaces. Let f : V 99K W
and let p P domrf s. Then

(1) @h P V, fTp phq “ rfpp` hqs ´ rfppqs,

(2) fTp p0V q “ 0W and

(3) domrfTp s “ pdomrf sq ´ p.

Proof. Unassigned HW. �
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REMARK 26.7. Let W be a vector space. Let f : R 99K W and let

p P domrf s. Then

(1) @h P R, SSpf phq “ rf
T
p phqs{h,

(2) domrSSpf s “ ppdomrf sq ´ pqˆ0 and

(3) LPDRrSS
p
f s “ pLPDRfq ´ p.

Proof. Unassigned HW. �

REMARK 26.8. Let W be a normed vector space, f :R99KW . Then

(1) @p P R, f 1ppq “ lim
0
SSpf “ lim

hÑ0

rfpp` hqs ´ rfppqs

h
and

(2) domrf 1s Ď domrf s.

Proof. Unassigned HW. �

Define f : RÑ R by fpxq “ |x|. Then

domrf 1s “ Rzt0u Ĺ R “ domrf s.

So, in (2) of Remark 26.8, we cannot replace “Ď” by ““”.

For any normed vector space W , for any q P W , pCq
Rq
1 “ C0W

R .

We have: pidRq
1 “ C1

R.

Define f : R Ñ R by fpxq “ px ´ 1q2 ` 2. We graphed f . Let

A :“ t1 ` 1, 1 ` p1{2q, 1 ` p1{3q, 1 ` p1{4q, . . .u and let B :“ A Y t1u.

Let g :“ f |B : B Ñ R. We graphed g. The graph of g has only

countably many points and is a subset of the graph of f . We explained

why g1p1q “ 0. We noted: @x P Rzt1u, g1pxq “ /.

DEFINITION 26.9. For any normed vector space W , for any f :

R 99K W , for any p, by f is differentiable at p, we mean: p P domrf 1s.

In this course, we make the convention that 00 “ 1.

FACT 26.10. Let p P R. Then, @k P N, Dcontinuous g : RÑ R s.t.

@h P R, pp` hqk “ pk ` kpk´1h ` rgphqsh2.

Proof. For all k P N, let Pk :“
“

Dcontinuous g : RÑ R s.t.

@h P R, pp` hqk “ pk ` kpk´1h ` rgphqsh2
‰

.

We wish to show: @k P N, Pk. We leave it as an unassigned exercise

to show: P1. By the Principle of Mathematical Induction, we wish to

show: @k P N, pPk ñ Pk`1q. Let k P N be given. We wish to show:

Pk ñ Pk`1. Assume Pk. We wish to show: Pk`1.
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By Pk, choose a continuous g : RÑ R s.t.

@h P R, pp` hqk “ pk ` kpk´1h ` rgphqsh2.

We wish to show: Dcontinuous γ : RÑ R s.t.

@h P R, pp` hqk`1 “ pk`1 ` pk ` 1qpkh ` rγphqsh2.

Define γ : RÑ R by

γphq “ prgphqs ` kpk´1 ` h rgphqs.

Then γ : RÑ R is continuous, and we wish to show:

@h P R, pp` hqk`1 “ pk`1 ` pk ` 1qpkh ` rγphqsh2.

Let h P R be given. We wish to show:

pp` hqk`1 “ pk`1 ` pk ` 1qpkh ` rγphqsh2.

We have

pp` hqk “ pk ` kpk´1h ` rgphqsh2.

Multiplying this by p` h, we get

pp` hqk`1 “ p p ` h q p pk ` kpk´1h ` rgphqsh2 q

“ p p pk ` kpk´1h ` rgphqsh2 q `

h p pk ` kpk´1h ` rgphqsh2 q

“ pk`1 ` kpkh ` p rgphqsh2 `

pkh ` kpk´1h2 ` h rgphqsh2

“ pk`1 ` pk ` 1qpkh ` rγphqsh2,

as desired. �

COROLLARY 26.11. Let k P N. Define f : R Ñ R by fpxq “ xk.

let p P R. Then f 1ppq “ kpk´1.

Proof. We wish to show: lim
0
SSpf “ kpk´1.

By (3) of Remark 26.7, we have LPDRpSS
p
f q “ pLPDRfq ´ p. Also,

we have LPDRf “ LPRpdomrf sq “ LPRR “ R. Then

0 “ p ´ p P R ´ p “ pLPDRfq ´ p “ LPDRpSS
p
f q.

Then, by Remark 25.19, it suffices to show: SSpf Ñ kpk´1 near 0.

By Fact 26.10, choose a continuous g : RÑ R s.t.

@h P R, pp` hqk “ pk ` kpk´1h ` rgphqsh2.
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For all h P R, we have fpp ` hq “ pp ` hqk. Also, we have fppq “ pk.

Let z :“ kpk´1. Then

@h P R, fpp` hq “ rfppqs ` zh ` rgphqsh2.

We wish to prove: SSpf Ñ z near 0.

For all h P R, we have

SSpf phq “
rfpp` hqs ´ rfppqs

h
“

zh ` rgphqsh2

h
.

Then, @h P Rˆ0 , SSpf phq “ z ` rgphqsh. Define i :“ idR : R Ñ R.

Then @h P R, iphq “ h. Then ip0q “ 0. Also, the function i : R Ñ R
is distance-semidecreasing, hence 1-Lipschitz, hence uniformly contin-

uous, hence continuous (see Fact 22.8). For all h P Rˆ0 , we have

SSpf phq “ z ` rgphqsh “ z ` rgphqsriphqs “ pCz
R ` giqphq.

That is, SSpf “ Cz
R ` gi on Rˆ0 .

As g : RÑ R is continuous, we get: g Ñ gp0q near 0. As i : RÑ R
is continuous, we get: iÑ ip0q near 0. Then, since Cz

R Ñ z near 0, we

get: Cz
R ` giÑ z ` rgp0qsrip0qs near 0. So, since

z ` rgp0qs rip0qs “ z ` rgp0qs ¨ 0 “ z ` 0 “ z,

we get: Cz
R` giÑ z near 0. So, since SSpf “ Cz

R` gi on Rˆ0 , it follows,

from Theorem 20.8, that SSpf Ñ z near 0, as desired. �

Recall: @function f , @non-/ a, b, @x, we have:

padjba fqpxq “

#

fpxq, if x ‰ a

b, if x “ a.

We can use this “adjustment” operator to remove discontinuities, as in

ñ of Remark 21.17. When f is differentiable at a point p, the secant

slope function SSpf has a removable discontinuity at 0, and, in the next

definition, we remove it by an adjustment that introduces the tangent

slope f 1ppq at 0.

DEFINITION 26.12. For any normed vector space W , for any f :

R 99K W , for any p P domrf 1s, we define

STSpf :“ adj
f 1ppq
0 pSSfp q.

Keep in mind that, if f is not differentiable at p, then STSpf “ /.

In Definition 26.12, the function STSpf is called the secant tangent

slope function of f at p. Its values include all the secant slopes of f
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at p together with the one tangent slope of f at p. The introduction of

this one tangent slope removes the discontinuity at 0, and so we have:

REMARK 26.13. Let W be a normed vector space, let f : R 99K W
and let p P domrf 1s. Then STSpf is continuous at 0.

Proof. Since p P domrf 1s, we get: SSpf Ñ f 1ppq near 0. Then, by ñ

of Remark 21.17 (with f replaced by SSpf , a by 0 and b by f 1ppq), we

see that STSpf is continuous at 0, as desired. �

FACT 26.14. Let W be a normed vector space, let f : R 99K W and

let p P domrf 1s. Then pidRq ¨ pSTS
p
f q “ fTp .

Proof. Since R is a common superdomain for pidRq ¨ pSTS
p
f q and fTp , it

suffices to show: @h P R, ppidRq ¨ pSTS
p
f qqphq “ fTp phq. Let h P R be

given. We wish to show: ppidRq ¨ pSTS
p
f qqphq “ fTp phq. We have

ppidRq ¨ pSTS
p
f qqphq “ ridRphqs ¨ rpSTS

p
f qphqs “ h ¨ rpSTSpf qphqs.

Also, we have fTp phq “ rfpp` hqs ´ rfppqs. We therefore wish to show:

h ¨ rpSTSpf qphqs “ rfpp` hqs ´ rfppqs.

One of the following must be true:

(1) h ‰ 0 or

(2) h “ 0.

Case 1: Since h ‰ 0, we get STSpf phq “ SSpf phq. Then

h ¨ rpSTSpf qphqs “ h ¨ rpSSpf qphqs

“ h ¨

„

rfpp` hqs ´ rfppqs

h



“ rfpp` hqs ´ rfppqs,

as desired. End of case 1.

Case 2: Since h “ 0, we get STSpf phq “ f 1ppq. Then

h ¨ rpSTSpf qphqs “ 0 ¨ rf 1ppqs “ 0 “ rfppqs ´ rfppqs

“ rfpp` 0qs ´ rfppqs “ rfpp` hqs ´ rfppqs,

as desired. End of case 2. �

FACT 26.15. Let V be a normed vector space, let Z be a topological

space, let f : V 99K Z and let p P V . Then:

r f is continuous at p s ô r fpp` ‚q is continuous at 0V s.
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Proof. Proof of ð: Unassigned HW. End of proof of ð.

Proof of ñ: Let g :“ fpp ` ‚q. We wish to show: g is continuous

at 0V . We wish to show: @E P N pgp0V qq, Dδ ą 0 s.t., @x P domrgs,

r |x|V ă δ s ñ r gpxq P E s.

Let E P N pgp0V qq be given. We wish to show: Dδ ą 0 s.t., @x P domrgs,

r |x|V ă δ s ñ r gpxq P E s.

We have gp0V q “ pfpp` ‚qqp0V q “ fppq, so gp0V q “ fppq. It follows

that E P N pgp0V qq “ N pfppqq. So, since f is continuous at p, choose

δ ą 0 s.t.,@w P domrf s,

r |w ´ p|V ă δ s ñ r fpwq P E s.

We wish to show: @x P domrgs,

r |x|V ă δ s ñ r gpxq P E s.

Let x P domrgs be given. We wish to show:

r |x|V ă δ s ñ r gpxq P E s.

Assume |x|V ă δ. We wish to show gpxq P E.

By (2) of Remark 26.5, domrfTp s “ pdomrf sq ´ p. Then

x P domrgs “ domrfpp` ‚qs “ pdomrf sq ´ p,

and so x ` p P domrf s. Let w :“ x ` p. Then w P domrf s. We have

|w ´ p|V “ |x|V ă δ. So, by choice of δ, we get fpwq P E. Then

gpxq “ pfpp` ‚qqpxq “ fpp` xq “ fpwq P E. End of proof of ñ. �

FACT 26.16. Let V , W be a normed vector spaces. Let f : V 99K W
and let p P V . Then:

r f is continuous at p s ô r fTp is continuous at 0V s.

Proof. Proof of ð: Unassigned HW. End of proof of ð.

Proof of ñ: By (2) of Remark 26.6, fpT p0V q “ 0W . Let g :“ fTp .

Then gp0V q “ 0W . We wish to show: g is continuous at 0V . We wish

to show: @ε ą 0, Dδ ą 0 s.t., @x P domrgs,

r |x|V ă δ s ñ r |gpxq|W s.

Let ε ą 0 be given. We wish to show: Dδ ą 0 s.t., @x P domrgs,

r |x|V ă δ s ñ r |gpxq|W ă ε s.
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So, since f is continuous at p, choose δ ą 0 s.t.,@w P domrf s,

r |w ´ p|V ă δ s ñ r |rfpwqs ´ rfppqs|W ă ε s.

We wish to show: @x P domrgs,

r |x|V ă δ s ñ r |gpxq|W ă ε s.

Let x P domrgs be given. We wish to show:

r |x|V ă δ s ñ r |gpxq|W ă ε s.

Assume |x|V ă δ. We wish to show |gpxq|W ă ε.

By (3) of Remark 26.6, domrfTp s “ pdomrf sq ´ p. Then

x P domrgs “ domrfTp s “ pdomrf sq ´ p,

and so x`p P domrf s. Let w :“ x`p. Then w P domrf s. Also, we have

|w ´ p|V “ |x|V ă δ. So, by choice of δ, we get |rfpwqs ´ rfppqs|W ă ε.

We have gpxq “ fTp pxq “ rfpx ` pqs ´ rfpxqs “ rfpwqs ´ rfppqs. Then

|gpxq|W “ |rfpwqs ´ rfppqs|W ă ε. End of proof of ñ. �

THEOREM 26.17. Let W be a normed vector space, f : R 99K W ,

and p P R. Assume f is differentiable at p. Then f is continuous at p.

Proof. By Definition 26.9, we see that p P domrf 1s. Byð of Fact 26.16,

it suffices to show that fTp is continuous at 0. By Fact 26.14, we have

pidRq¨pSTS
p
f q “ fTp . By Remark 26.13, STSpf is continuous at 0. Then,

by Fact 19.22, it suffices to show that idR is continuous at 0.

The map idR : RÑ R is distance-semidecreasing, hence 1-Lipschitz,

hence uniformly continuous, hence continuous (see Fact 22.8). It fol-

lows that idR is continuous at 0, as desired. �

Let `, { : R˚ˆR˚ 99K R˚ denote addition and division, respectively.

Then: @a, b, h, pa` bq{h “ pa{hq ` pb{hq. From this we see:

FACT 26.18. Let W be a vector space, let f, g : R 99K W and let

p P R. Then SSpf`g “ rSS
p
f s ` rSS

p
g s.

Proof. We wish to show: @h, pSSpf`gqphq “ rpSSpf qphqs ` rpSS
p
g qphqs.

Let h be given. We wish to show: pSSpf`gqphq “ rpSS
p
f qphqs`rpSS

p
g qphqs.



204 SCOT ADAMS

We have

pSSpf`gqphq “
rpf ` gqpp` hqs ´ rpf ` gqppqs

h

“
rfpp` hqs ` rgpp` hqs ´ rfppqs ´ rgppqs

h

“
rfpp` hqs ´ rfppqs ` rgpp` hqs ´ rgppqs

h

“

„

rfpp` hqs ´ rfppqs

h



`

„

rgpp` hqs ´ rgppqs

h



“ rpSSpf qphqs ` rpSS
p
g qphqs,

as desired. �

The preceding result, Additivity of Secant Slope, is a precalculus

precursor of the next result.

The next result is called Additivity of Limit.

THEOREM 26.19. Let W be a normed vector space, f, g : R 99K W
and p P LPDRpf ` gq. Then pf ` gq1ppq “˚ rf 1ppqs ` rg1ppqs.

Proof. Let z :“ rf 1ppqs ` rg1ppqs. We wish to show:
“

z ‰ /
‰

ñ
“

pf ` gq1ppq “ z
‰

.

Assume: z ‰ /. We wish to show: pf ` gq1ppq “ z. Then, by Defini-

tion 25.23, we wish to show: lim
0
pSpf`gq “ z.

By (3) of Remark 26.7, LPDRpSS
p
f`gq “ rLPDRpf ` gqs ´ p. By

assumption p P LPDRpf ` gq. Then

0 “ p ´ p P rLPDRpf ` gqs ´ p “ LPDRpSS
p
f`gq.

Then, by ð of Remark 25.19, it suffices to show: Spf`g Ñ z near 0.

Since rf 1ppqs ` rg1ppqs “ z ‰ /, it follows that f 1ppq ‰ / ‰ g1ppq.

So, since lim
0
pSSpf q “ f 1ppq and lim

0
pSSpg q “ g1ppq, by Remark 25.18,

p SSpf Ñ f 1ppq near 0 q and p SSpg Ñ g1ppq near 0 q.

Then, by Theorem 19.17, rSSpf s ` rSS
p
g s Ñ rf 1ppqs ` rg1ppqs near 0.

By Fact 26.18, SSpf`g “ rSS
p
f s ` rSS

p
g s. So, as z “ rf 1ppqs ` rg1ppqs, we

get: Spf`g Ñ z near 0, as desired. �

We noted that, if f “ C1
p´8,0s and g “ C2

r0,8q, then f ` g “ C3
t0u, and

we get pf ` gq1p0q “ /, f 1p0q “ 0 and g1p0q “ 0, and it follows that
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pf ` gq1p0q ‰ rf 1p0qs ` rg1p0qs. So the assumption, in Theorem 26.19,

that p P LPDRpf ` gq cannot be omitted.

We noted that, if f, g : R Ñ R are defined by fpxq “ |x| ` 1 and

gpxq “ ´|x|´1, then f`g “ C0
R, and we get pf`gq1p0q “ 0, f 1p0q “ /

and g1p0q “ /, and it follows that pf ` gq1p0q ‰ rf 1p0qs ` rg1p0qs. So,

in Theorem 26.19, we cannot change “˚ to “.

For all a, a1, b, b1 P R,

a1b1 ´ ab “ pa1 ´ aq b ` a pb1 ´ bq ` pa1 ´ aq pb1 ´ bq;

if we use 4pabq to abbreviate a1b1 ´ ab, and 4a to abbreviate a1 ´ a,

and 4b to abbreviate b1 ´ b, then we have

4pabq “ p4aq b ` a p4bq ` p4aq p4bq.

FACT 26.20. Let f, g : R 99K R, Then, for all p, h,

(1) pfgqTp phq “ rf
T
p phqsrgppqs`rfppqsrg

T
p phqs`rf

T
p phqsrg

T
p phqs and

(2) SSpfgphq “ rSS
p
f phqsrgppqs`rfppqsrSS

p
g phqs`rSS

p
f phqsrSS

p
g phqsrhs.

Proof. Let p and h be given. We wish to prove (1) and (2).

One of the following must be true:

(A) ( [ p R domrf s ] or [ p` h R domrf s ] or [ h R R ] ) or

(B) ( [ p P domrf s ] and [ p` h P domrf s ] and [ h P R ] ).

Case A: We have both

pfgqTp phq“/“rfTp phqsrgppqs`rfppqsrg
T
p phqs`rf

T
p phqsrg

T
p phqs

and

SSpfgphq“/“rSSpf phqsrgppqs`rfppqsrSS
p
g phqs`rSS

p
f phqsrSS

p
g phqsrhs,

as desired. End of Case A.

Case B: Proof of (1): Let

a1 :“ fpp` hq, b1 :“ gpp` hq, a :“ fppq, b :“ gppq.

By Definition 25.21, a1 ´ a “ fTp phq and b1 ´ b “ gTp phq. So, since

a1b1 ´ ab “ pa1 ´ aqb ` apb1 ´ bq ` pa1 ´ aqpb1 ´ bq,

we get

pfgqTp phq “ rfTp phqsrgppqs ` rfppqsrgTp phqs ` rfTp phqsrg
T
p phqs,

as desired. End of proof of (1).
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Proof of (2): Dividing (1) of Fact 26.20 by h, we get

pfgqTp phq

h
“

«

fTp phq

h

ff

rgppqs ` rfppqs

«

gTp phq

h

ff

`

«

fTp phq

h

ff«

gTp phq

h

ff

rhs,

and, by (1) of Remark 26.7, it follows that

SSpfgphq “ rSSpf phqsrgppqs ` rfppqsrSSpg phqs

` rSSpf phqsrSS
p
g phqsrhs,

as desired. End of proof of (2). End of Case B. �

COROLLARY 26.21. Let f, g : R 99K R, Then, for all p,

SSpfg “ rSSpf s rC
gppq
R s ` rC

fppq
R s rSSpg s ` rSSpf s rSS

p
g s ridRs.

Proof. Let Ψ :“ rSSpf s rC
gppq
R s ` rC

fppq
R s rSSpg s ` rSS

p
f s rSS

p
g s ridRs. We

wish to show that SSpfg “ Ψ. Since R is a common superdomain

for both SSpfg and Ψ, We wish to show: @h P R, pSSpfgqphq “ Ψphq.

Let h P R be given. We wish to show: pSSpfgqphq “ Ψphq.

By (2) of Fact 26.20,

SSpfgphq “ rSS
p
f phqsrgppqs ` rfppqsrSS

p
g phqs ` rSS

p
f phqsrSS

p
g phqsrhs.

By definition of Ψ, we have

Ψphq “ rSSpf phqsrgppqs ` rfppqsrSS
p
g phqs ` rSS

p
f phqsrSS

p
g phqsrhs.

Then pSSpfgqphq “ Ψphq, as desired. �

The preceding result, the Product Rule for Secant Slopes, is a pre-

calculus precursor of the next result.

The next result is called the Product Rule.

THEOREM 26.22. Let f, g : R 99K R and p P LPDRpfgq. Then

pfgq1ppq “˚ rf 1ppqs rgppqs ` rfppqs rg1ppqs.

Proof. Let z :“ rf 1ppqs rgppqs ` rfppqs rg1ppqs. We wish to show:
“

z ‰ /
‰

ñ
“

pfgq1ppq “ z
‰

.

Assume: z ‰ /. We wish to show: pfgq1ppq “ z. Then, by Defini-

tion 25.23, we wish to show: lim
0
pSpfgq “ z.
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By (3) of Remark 26.7, LPDRpSS
p
fgq “ rLPDRpfgqs´p. By assump-

tion p P LPDRpfgq. Then

0 “ p ´ p P rLPDRpfgqs ´ p “ LPDRpSS
p
fgq.

Then, by ð of Remark 25.19, it suffices to show: Spfg Ñ z near 0.

Since rf 1ppqs rgppqs ` rfppqs rg1ppqs “ z ‰ /, it follows that

f 1ppq ‰ / ‰ g1ppq.

So, since lim
0
pSSpf q “ f 1ppq and lim

0
pSSpg q “ g1ppq, by Remark 25.18,

p SSpf Ñ f 1ppq near 0 q and p SSpg Ñ g1ppq near 0 q.

By Corollary 26.21, we have

SSpfg “ rSSpf s rC
gppq
R s ` rC

fppq
R s rSSpg s ` rSSpf s rSS

p
g s ridRs.

By Theorem 19.17 and Theorem 19.23, we see that

rSSpf s rC
gppq
R s ` rC

fppq
R s rSSpg s ` rSSpf s rSS

p
g s ridRs

Ñ rf 1ppqs rgppqs ` rfppqs rg1ppqs ` rf 1ppqs rg1ppqs r0s

near 0. Also, we have

rf 1ppqs rgppqs ` rfppqs rg1ppqs ` rf 1ppqs rg1ppqs r0s

“ rf 1ppqs rgppqs ` rfppqs rg1ppqs “ z .

Then Spfg Ñ z near 0, as desired. �

FACT 26.23. Let f, g : R 99K R, let p P domrf s, and let h P R.

Let k :“ fTp phq. Let q :“ fppq. Assume that q P domrg1s. Then

pSSpg˝f qphq “ rpSTSqgpkqqs rpSS
p
f qphqs.

Proof. Next semester. �

COROLLARY 26.24. Let f, g : R 99K R. Then, for all p,

SSpg˝f “˚ r pSTS
fppq
g q ˝ p fTp q s ¨ rSS

p
f s on R.

Proof. Next semester. �

By Definition 20.7, the conclusion means: @p, @h P R,

p SSpg˝f q p h q “˚
`

r pSTS
fppq
g q ˝ p fTp q s ¨ rSS

p
f s

˘

p h q.

The preceding result, the Chain Rule for Secant Slopes, is a precursor

of the next result. We indicated proofs of both of them, but will give

detailed arguments next semester.

The next result is called the Chain Rule.
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THEOREM 26.25. Let f, g : R 99K R. Let p P LPDRpg ˝ fq. Then

pg ˝ fq1ppq “˚ rf 1pgppqqs rg1ppqs.

Proof. Next semester. �

27. Class 1 on 16 January 2018, Tu of Week 1

Assigned HW#1-1 and HW#1-2.

THEOREM 27.1. Let K be a sequentially compact metric space, let

Y be a metric space and let f : K Ñ Y be continuous. Then f : K Ñ Y

is uniformly continuous.

Proof. For all p P K, we define p :“ fppq; then p P Y . For all p P KN,

we define p :“ f ˝ p; then p P Y N.

Assume f is not uniformly continuous. We aim for a contradiction.

By HW#1-2, choose ε ą 0 and s, t P KN and u P K s.t.

p r s‚ Ñ u in K s and r t‚ Ñ u in K s and

r @j P N, dY psj, tjq ě ε s q.

Since f is continuous, it follows that f is continuous at u. So, since

s‚ Ñ u in K, by Lemma 25.5, we see that s‚ Ñ u in Y . Also, since

t‚ Ñ u in K, by Lemma 25.5, we see that t‚ Ñ u in Y .

Since s‚ Ñ u in Y , choose L P N s.t., @j P N,

r j ě L s ñ r dY psj, uq ă ε{2 s.

Since t‚ Ñ u in Y , choose M P N s.t., @j P N,

r j ěM s ñ r dY ptj, uq ă ε{2 s.

Let j :“ maxtL,Mu. Then j P N. Since j ě L, we get dY psj, uq ă ε{2.

Also, since j ě M , we get dY ptj, uq ă ε{2. Also, by choice of s and

t, we conclude that dY psj, tjq ě ε. By the triangle inequality, we have

dY psj, tjq ď rdpsj, uqs ` rdpu, tjqs. Then

ε ď dY psj, tjq ď rdpsj, uqs ` rdpu, tjqs

ă rε{2s ` rε{2s “ ε,

so ε ă ε. Contradiction. �

DEFINITION 27.2. Let Z be a set and let D : Z ˆ Z Ñ r0,8s.

Then D is an extended metric means:

(1) @p, q P Z, p r Dpp, qq “ 0 s ô r p “ q s q,
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(2) @p, q P Z, p Dpp, qq “ Dpq, pq q and

(3) @p, q, r P Z, p Dpp, rq ď r Dpp, qq s ` r Dpq, rq s q.

Note: an extended metric is a metric iff its image is contained in R.

DEFINITION 27.3. For any set Z, M˚pZq :“ textended metrics on Zu.

DEFINITION 27.4. Let Z be a set, D PM˚pZq, p P ZN and q P Z.

Then p‚ Ñ q in pZ,Dq means: @ε ą 0, DK P N s.t., @j P N,

r j ě K s ñ r Dppj, qq ă ε s.

DEFINITION 27.5. Let X be a set, let pY, dq be a metric space and

let Z :“ Y X . Then Dd
X PM˚pXq is defined by

Dd
Xpp, qq “ sup t d p ppxq , qpxq q | x P X u.

Let X be a set and let pY, dq be a metric space. We call Dd
X the

uniform metric of X and d. Let Z :“ Y X . For any p P ZN, for

any q P Z, by p‚ converges uniformly to q with respect to X and d,

we mean: p‚ Ñ q in pZ,Dd
Xq.

We considered the special case where X “ R and Y “ R and d “ dR.

Let Z :“ RR and let ε ą 0. We drew the graph of an example function

f P Z. We drew the graph of f ` Cε
R and f ´ Cε

R, and we shaded the

region between those two graphs. Call the closed shaded region R. We

made the point that, for any p P Z, we have:

r Dd
Xpp, fq ď ε s ô r the graph of p is in R s.

We again considered the special case where X “ R and Y “ R and

d “ dR. Let Z :“ RR and let f :“ adj10pC
0
Rq. For all x P R, we have

fpxq “

#

0, if x ‰ 0

1, if x “ 0.

We drew the graph of f ; note that f : R Ñ R is discontinuous at 0.

Define p P ZN by: @j P N, @x P R,

pjpxq “

$

’

’

’

’

&

’

’

’

’

%

0, if x ď ´1{j

1` jx, if ´ 1{j ď x ď 0

1´ jx, if 0 ď x ď 1{j

0, if 1{j ď x.

We drew the graphs of p1 and p2 and p3 and p4; note that, for all j P N,

pj : R Ñ R is continuous. We observed: @x P R, pjpxq Ñ fpxq. This
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observation is expressed by saying “p‚ converges pointwise to f”. Thus

a pointwise limit of contiuous functions is not necessarily continuous.

We drew the graphs of f ` C
1{3
R and f ´ C

1{3
R and observed:

NOT r p‚ Ñ f in pZ,Dd
Xq s.

That is, p‚ does NOT converge uniformly to f . The next result asserts

that a uniform limit of continuous functions is continuous.

THEOREM 27.6. Let X be a topological space and let pY, dq be a met-

ric space. Let Z :“ Y X and let D :“ Dd
X . Let p P ZN and let f P Z.

Assume that p‚ Ñ f in pZ,Dq. Assume, for all j P N, that pj : X Ñ Y

is continuous. Then f : X Ñ Y is continuous.

Proof. We wish to show: @a P X, f is continuous at a. Let a P X

be given. We wish to show: f is continuous at a. We wish to show:

@ε ą 0, DU P NXpaq s.t., @x P X,

r x P U s ñ r d p fpxq , fpaq q ă ε s.

Let ε ą 0 be given. We wish to show: DU P NXpaq s.t., @x P X,

r x P U s ñ r d p fpxq , fpaq q ă ε s.

Since p‚ Ñ f in pZ,Dq, choose K P N s.t., @j P N,

r j ě K s ñ r D p pj , f q ă ε{3 s.

By assumption, pK : R Ñ R is continuous. Also, Dppk, fq ă ε{3.

Let q :“ pK . Then q : R Ñ R is continuous; it follows that q is

continuous at a. Also, Dpq, fq ă ε{3; it follows, for all x P X, that

dpqpxq, fpxqq ă ε{3. In particular, we have dpqpaq, fpaqq ă ε{3. Since

q is continuous at a, choose U P NXpaq s.t., @x P X,

r x P U s ñ r d p qpxq , qpaq q ă ε{3 s.

We wish to show: @x P X,

r x P U s ñ r d p fpxq , fpaq q ă ε s.

Let x P X be given. We wish to show:

r x P U s ñ r d p fpxq , fpaq q ă ε s.

Assume: x P U . We wish to show: dpfpxq, fpaqq ă ε.
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Recall: dpfpaq, qpaqq ă ε{3. Then we have: dpqpaq, fpaqq ă ε{3.

Since x P X, we get dpfpxq, qpxqq ă ε{3. Since x P U , by choice of U ,

we see that dpqpxq, qpaqq ă ε{3. By the triangle inequality, we have

dpfpxq, fpaqq ď rdpfpxq, qpxqqs ` rdpqpxq, qpaqqs ` rdpqpaq, fpaqqs.

Then dpfpxq, fpaqq ă rε{3s ` rε{3s ` rε{3s “ ε, as desired. �

DEFINITION 27.7. Let X be a metric space, let A Ď X and let

ε ą 0. Then A is ε-crowded means: @p, q P A, we have dXpp, qq ă ε.

DEFINITION 27.8. Let X be a metric space and let s P XN. Then

s‚ is Cauchy means: @ε ą 0, DK P N s.t., @i, j P N,

r i, j ě K s ñ r dXpsi, sjq ă ε s.

Note: a sequence in a metric space is Cauchy iff, for every ε ą 0, it

has an ε-crowded tail.

Assigned HW#1-3.

Recall: For any sequence s, for any subsequence t of s‚, for any j P N,

Dj P rj..8q s.t. tj “ sk.

Assigned HW#1-4, HW#1-5.

By HW#1-3, we see that convergent implies Cauchy. The converse

does not hold. For example: Let X :“ Q (with the standard metric

on Q, i.e., with the relative metric on Q inherited from dR on R). Let

s :“ p3, 3.1, 3.14, 3.141, 3.1415, 3.14159, . . .q be the sequence of decimal

approximations to π. Since s‚ is convergent in R, it follows, from

HW#1-3, that s‚ is Cauchy in R. So, since s‚ P QN, we conclude that

s‚ is Cauchy in Q. However, s‚ is not convergent in Q.

By HW#1-5, we see that Cauchy implies bounded. The converse

does not hold. For example: Let X :“ R (with its standard metric dR).

Let s :“ p´1, 1,´1, 1,´1, 1,´1, 1, . . .q. Then s‚ is bounded. However,

as no tail of s‚ is 2-crowded, we see that s‚ is not Cauchy in R.

DEFINITION 27.9. Let X be a metric space. Then X is complete

means: @s P XN, r p s‚ is Cauchy in X q ñ p s‚ is convergent in X q s.

By considering the decimal approximations to π, we observed that

Cauchy does not imply convergent in Q. Therefore, Q is not complete.
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In the next class, we will use HW#1-4 and HW#1-5 to show that

every proper metric space is complete. We will also show, by example,

that the converse is not true.

In Corollary 24.13, we showed that R is proper; it follows that R is

complete. In Corollary 24.14, we showed that R2 is proper; it follows

that R2 is complete. Similar arguments show, for all k P N, that Rk is

proper and, therefore, complete.

28. Class 2 on 18 January 2018, Th of Week 1

Recall that, for any metric space X, for any s P XN, by s‚ is Cauchy,

we mean: @ε ą 0, DK P N s.t., @i, j P N,

r i, j ě K s ñ r dpsi, sjq ă ε s.

That is, we mean: @ε ą 0, there is an ε-crowded tail of s‚.

By HW#1-4, Cauchy and subconvergent implies convergent.

By HW#1-5, Cauchy implies bounded.

Recall: For any metric space X,

(1) X is proper means: @bounded s P XN, s‚ is subconvergent;

(2) X is complete means: @Cauchy s P XN, s‚ is convergent.

Recall that we showed that R and R2 are both proper. Recall that we

showed that Q is not complete.

We next show that proper implies complete:

THEOREM 28.1. Let X be a metric space. Assume that X is proper.

Then X is complete.

Proof. We wish to show: @Cauchy s P XN, s‚ is convergent. Let a

Cauchy s P XN be given. We wish to show: s‚ is convergent.

Since s‚ is Cauchy, by HW#1-5, we conclude that s‚ is bounded. So,

as X is proper, we see that s‚ is subconvergent. Then s‚ is Cauchy and

subconvergent. So, by HW#1-4, we conclude that s‚ is convergent. �

By Corollary 24.13, R is proper. Then, by Theorem 28.1, R is com-

plete. By Corollary 24.14, R2 is proper. Then, by Theorem 28.1, R2

is complete. We will argue, below, that: @k P N, Rk is proper and

complete.

While proper implies complete, the converse is not true. There are

many important infinite dimensional normed vector spaces that are

complete, but not proper. In this course, we focus on finite dimensional
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vector spaces, and it’s not hard to construct a metric δ on R such that

pR, δq is complete, but not proper. We proceed as follows.

Recall, for all a, b P R, that dRpa, bq “ |a ´ b|. We define δ PMpRq
by δpa, bq “ mint|a´b|, 1u. Then Bδp0, 2q “ R. Unassigned HW: Show

(1) @s P RN, [ ( s‚ is δ-Cauchy ) iff ( s‚ is dR-Cauchy ) ] and

(2) @s P RN, [ ( s‚ is δ-convergent ) iff ( s‚ is dR-convergent ) ].

Since pR, dRq is complete, we know:

(3) @s P RN, [ ( s‚ is dR-Cauchy ) iff ( s‚ is dR-convergent ) ].

By (1), (2) and (3), we conclude:

‚ @s P RN, [ ( s‚ is δ-Cauchy ) iff ( s‚ is δ-convergent ) ].

That is, pR, δq is complete. It remains to show that pR, δq is not

proper. Let s :“ p1, 2, 3, 4, . . .q P RN. Then imrs‚s P R “ Bδp0, 2q,

so s‚ is bounded in pR, δq. However, no subsequence of s‚ is conver-

gent in pR, dRq, so, by (2), no subsequence of s‚ is convergent in pR, δq.
That is, s‚ is not subconvergent in pR, δq. Since s‚ is bounded and not

subconvergent in pR, δq, it follows that pR, δq is not proper, as desired.

Let X and Y be sets, let T be a topology on X and let U be a

topology on Y . Let

B :“ tV ˆW | pV P T q and pW P Uqu.

Recall that the product topology of T and U is xByY; it is a topology

on X ˆ Y . There are product constructions for metric spaces and

normed vector spaces as well:

For any two topological spaces X and Y , the product topology of

TX and TY is the standard topology on X ˆ Y .

DEFINITION 28.2. Let X and Y be sets, let b P MpXq and let

c P MpY q. Then the product metric of b and c is the metric d P

MpX ˆ Y q defined by

dp pa, bq , px, yq q “
a

rdXpa, xqs2 ` rdY pb, yqs2.

For any two metric spaces X and Y , the product metric of dX and

dY is the standard metric on X ˆ Y .

DEFINITION 28.3. Let V and W be sets, let | ‚ | P N pV q and let

} ‚ } P N pW q. Then the product norm of | ‚ | and } ‚ } is the norm

9 ‚ 9 P N pV ˆW q defined by

9 pv, wq9 “
a

|v|2 ` }w}2.
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For any two normed vector spaces V and W , the product norm of

| ‚ |V and | ‚ |W is the standard norm on V ˆW .

FACT 28.4. Let X and Y be metric spaces. Let d be the product

metric of dX and dY . Then Td is the product topology of TdX and TdY .

Proof. Omitted. �

FACT 28.5. Let V and W be normed vector spaces, and let | ‚ | be

the product norm of | ‚ |V and | ‚ |W . Then d|‚| is the product metric

of d|‚|V and d|‚|W .

Proof. Omitted. �

THEOREM 28.6. Let X and Y be metric spaces. Then

(1) ( X and Y are both proper ) implies ( XˆY is proper ) and

(2) ( X and Y are both complete ) implies ( X ˆ Y is complete ).

Proof. Proof of (1): Assume: X and Y are both proper. We wish to

show: X ˆ Y is proper. Let Z :“ X ˆ Y . We wish to show: Z is

proper. We wish to show: @s P ZN,

p s‚ bounded in Z q ñ p s‚ is subconvergent in Z q.

Let s P ZN be given. We wish to show:

p s‚ bounded in Z q ñ p s‚ is subconvergent in Z q.

Assume: s‚ is bounded in Z. Want: s‚ is subconvergent in Z.

Let p : Z Ñ X and q : Z Ñ Y be the coordinate projections, defined

by ppx, yq “ x and qpx, yq “ y. Since s‚ is bounded in Z, it follows

that pp ˝ sq‚ is bounded in X. So, since X is complete, pp ˝ sq‚ is

subconvergent in X. Choose a strictly increasing ` P NN s.t. pp ˝ s ˝ `q‚
is convergent in X. Since s‚ is bounded in Z, it follows that pq ˝ sq‚ is

bounded in Y , so pq ˝ s ˝ `q‚ is bounded in Y . So, since Y is complete,

pq ˝ s ˝ `q‚ is subconvergent in Y . Choose a strictly increasing m P NN

s.t. pq ˝ s ˝ ` ˝mq‚ is convergent in Y .

Since pp ˝ s ˝ `q‚ is convergent in X, it follows that pp ˝ s ˝ ` ˝mq‚
is convergent in X. So, since pq ˝ s ˝ ` ˝ mq‚ is convergent in Y , we

conclude that ps ˝ ` ˝mq‚ is convergent in Z. Then s‚ is subconvergent

in Z, as desired. End of proof of (1).

Proof of (2): Unassigned homework. End of proof of (2). �

COROLLARY 28.7. For all k P N, Rk is proper and complete.
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Proof. Following Theorem 28.6, this is a simple proof by induction,

which we omit. �

Let f be a function. Recall: @ set A,

f˚pAq :“ tfpxq |x P AX pdomrf squ and

f˚pAq :“ tx P domrf s | fpxq P Au.

Recall: @ set S of sets,

f˚˚pSq :“ tf˚pAq |A P Su and

f˚˚pSq :“ tf˚pAq |A P Su.

FACT 28.8. Let f be a function and let S be a set of sets. Then

(1) f˚p
Ť

Sq “
Ť

rf˚˚pSqs,
(2) f˚p

Ş

Sq “
Ş

rf˚˚pSqs,
(3) f˚p

Ť

Sq “
Ť

rf˚˚pSqs,

Proof. Omitted. �

We gave heuristic explanations of (1), (2) and (3) of Fact 28.8. We

also gave a heuristic explanation of why there exist a function f and

sets A and B s.t. f˚pAXBq ‰ rf˚pAqs X rf˚pBqs.

FACT 28.9. Let f be a function and let A and B be sets. Then

f˚pAzBq “ rf˚pAqszrf˚pBqs.

Proof. Omitted. �

We gave a heuristic explanations of Fact 28.9. We also gave a heuris-

tic explanation of why there exist a function f and sets A and B

s.t. f˚pAzBq ‰ rf˚pAqszrf˚pBqs.

The previous two facts can be summarized by saying: “Preimage

behaves well with respect to all three set theoretic operations (union,

intersection and difference). Forward image only behaves well with

respect to union.”

Recall, by Theorem 21.19, that a map between topological spaces is

continuous iff the preimage of any open set is open:

THEOREM 28.10. Let pX, T q and pY,Uq be topological spaces, and

let f : X Ñ Y . Then: r f is continuous s ô r f˚˚pUq Ď T s.

Proof. This follows from Theorem 21.19. �
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From this we can show that a map between topological spaces is

continuous iff the preimage of any closed set is closed:

THEOREM 28.11. Let X, Y be topological spaces. Let f : X Ñ Y .

Let C denote the set of all closed sets in X. Let D denote the set of all

closed sets in Y . Then: r f is continuous s ô r f˚˚pDq Ď C s.

Proof. Proof of ð: Unassigned HW. End of proof of ð.

Proof of ñ: Assume: f is continuous. We wish to show: f˚˚pDq Ď C.

We wish to show: @A P f˚˚pDq, A P C.

Let A P f˚˚pDq be given. We wish to show: A P C.

Since A P f˚˚pDq, choose B P D s.t. A “ f˚pBq. Since B P D, we see

thatB is closed in Y . Then Y zB is open in Y . Then, by Theorem 28.10,

f˚pY zBq is open in X. Then Xzrf˚pY zBqs is closed in X. That is,

Xzrf˚pY zBqs P C. Since f˚pY q “ X, by Fact 28.9, we conclude that

f˚pY zBq “ Xzrf˚pBqs. Then Xzrf˚pY zBqs “ f˚pBq.

Then A “ f˚pBq “ Xzrf˚pY zBqs P C. End of proof of ñ. �

We have “transitivity of closedness”:

FACT 28.12. Let X be a topological space, B Ď X, A Ď B. Assume:

(A is closed in B) and (B is closed in X). Then A is closed in X.

Proof. Since A is closed in B, by the restriction result for closed sets

(i.e., by (1) of Corollary 16.17), choose a closed subset C of X such

that A “ BXC. Since B and C are closed in X, it follows that BXC

is closed in X. So, since A “ B XC, we see that A is closed in X. �

A similar argument can be used to prove “transitivity of openness”.

Recall, by Theorem 25.15, that any nonempty, closed, bounded sub-

set of R has a max and a min:

THEOREM 28.13. Let A Ď R. Assume that A is nonempty, closed

in R, and bounded in R. Then Dw, x P A s.t. w ď A ď x.

Proof. This follows from Theorem 25.15. �

We call the next result “absoluteness of global continuity”. It follows

from Theorem 21.4, but we will prove it “from scratch”, as an exercise

in dealing with restriction and extension results for relative topologies.

REMARK 28.14. Let X and Y be topological spaces, let X0 Ď X

and let Y0 Ď Y . Let f : X0 99K Y0. Then:

r f is pX0, Y0q-continuous s ô r f is pX, Y q-continuous s.
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Proof. Proof of ð: Unassigned HW. End of proof of ð.

Proof of ñ: Assume: f is pX0, Y0q-continuous. We wish to show:

f is pX, Y q-continuous. That is, we wish to show that, @p P domrf s,

f is pX, Y q-continuous at p. Let p P domrf s be given. We wish to show

that f is pX, Y q-continuous at p. We wish to show: @V P NY pfppqq,

DU P NXppq s.t. f˚pUq Ď V . Let V P NY pfppqq be given. We wish

to show: DU P NXppq s.t. f˚pUq Ď V .

Let V0 :“ V XY0. By (1) of Corollary 16.19, V0 P NY0pfppqq. Because

f is pX0, Y0q-continuous, we know that f is pX0, Y0q-continuous at p.

So, since V0 P NY0pfppqq, choose U0 P NX0ppq s.t. f˚pU0q Ď V0. By

(2) of Corollary 16.19, choose U P NXppq s.t. U0 “ U X X0. We wish

to show: f˚pUq Ď V . We wish to show: @q P domrf s,

r q P U s ñ r fpqq P V s.

Let q P domrf s be given. We wish to show:

r q P U s ñ r fpqq P V s.

Assume: q P U . We wish to show: fpqq P V .

Since f : X0 99K Y0, it follows that domrf s Ď X0 and imrf s Ď Y0.

We have q P domrf s Ď X0. So, since q P U , we get q P U X X0.

So, since U0 “ U X X0, we get q P U0. So, since q P domrf s, we get

fpqq P f˚pU0q. Then fpqq P f˚pU0q Ď V0 “ V X Y0 Ď V , as desired.

End of proof of ñ. �

FACT 28.15. Let x P R, U P NRpxq, b ą x. Then U X px, bq ‰ H.

Proof. By Theorem 17.15, BRpxq is a neighborhood base at x in R. So,

since U P NRpxq, choose A P BRpxq s.t. A Ď U . Since A P BRpxq,

choose r ą 0 s.t. A “ BRpx, rq. Let s :“ b´ x. Let δ :“ mintr, su. Let

t :“ x` pδ{2q. We wish to show: t P U X px, bq.

We have dRpt, xq “ δ{2 ă δ, so t P BRpx, δq. Since δ ď r, we get

BRpx, δq Ď BRpx, rq. Then t P BRpx, δq Ď BRpx, rq “ A Ď U . We wish

to show: t P px, bq. We wish to show x ă t ă b.

Since δ ą 0, δ{2 ą 0, so x ` pδ{2q ą x. Then x ă x ` pδ{2q “ t,

so x ă t. We have δ{2 ă δ ď s “ b ´ x, so x ` pδ{2q ă b. Then

t “ x` pδ{2q ă b, so t ă b. Then x ă t ă b, as desired. �

We started the proof of the next result, and indicated, using a pic-

ture, how to finish it. We’ll go through the entire proof next time.
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THEOREM 28.16. Let a, b, y P R. Assume a ă b. Let f : ra, bs Ñ R
be continuous. Assume fpaq ď y ď fpbq. Then Dx P ra, bs s.t. fpxq “ y.

Proof. Next class. �

29. Class 3 on 23 January 2018, Tu of Week 2

Assigned HW#2-1.

FACT 29.1. Let Y and Z be topological spaces. Let b P Y and c P Z.

Let W P NYˆZppb, cqq. Then DU P NY pbq, DV P NZpcq s.t. U ˆV Ď W .

Proof. Since W P NYˆZppb, cqq, choose an open set W0 in Y ˆ Z

s.t. pb, cq P W0 Ď W . Let S :“ tUˆV | pU open in Y q&pV open in Zqu.

Then, as W0 is open in Y ˆ Z, we get W0 P xSyY. Then: @z P W0,

DA P S s.t. z P A Ď W0. So, since pb, cq P W0, choose A P S
s.t. pb, cq P A Ď W0. Since A P S, choose U open in Y and V open in Z

s.t. A “ U ˆ V . As pb, cq P A “ U ˆ V , we get: b P U and c P V . Since

b P U and since U is open in Y , we get U P NY pbq. Since c P V and

since V is open in Z, we get V P NZpcq. We wish to show: UˆV Ď W .

We have U ˆ V “ A Ď W0 Ď W , as desired. �

DEFINITION 29.2. Let f and g be functions. Then pf, gq is the

function defined by: pf, gqpxq “ pfpxq, gpxqq.

Assigned HW#2-2.

Recall that we proved last time:

FACT 29.3. Let x P R, U P NRpxq, b ą x. Then U X px, bq ‰ H.

Proof. This is Fact 28.15. �

THEOREM 29.4. Let a, b, y P R. Assume a ă b. Let f : ra, bs Ñ R
be continuous. Assume fpaq ď y ď fpbq. Then Dx P ra, bs s.t. fpxq “ y.

Proof. Let S :“ f˚pp´8, ysq.

Since fpaq ď y, we get fpaq P p´8, ys. Then a P f˚pp´8, ysq “ S.

Then S is nonempty. Since p´8, ys is closed in R and f : ra, bs Ñ R is

continuous, it follows that S is closed in ra, bs. So, since ra, bs is closed

in R, we see, from Fact 28.12, that S is closed in R.

We have S “ f˚pp´8, ysq Ď domrf s “ ra, bs. So, since ra, bs is

bounded in R, we see that S is bounded in R. So, since S is nonempty

and closed in R, by Theorem 28.13, choose x P S s.t. S ď x. Then
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x P S Ď ra, bs. We wish to show: fpxq “ y. Since x P S “ f˚pp´8, ysq,

we get fpxq P p´8, ys, so fpxq ď y. We wish to show: fpxq ě y.

Assume: fpxq ă y. We aim for a contradiction.

Since fpxq ă y ď fpbq, we get fpxq ă fpbq, so fpxq ‰ fpbq, so

x ‰ b. So, since x P ra, bs, we get x P ra, bq. Then x ă b. Let

ε :“ y´rfpxqs. Since fpxq ă y, we get ε ą 0. Also rfpxqs` ε “ y. Let

V :“ BRpfpxq, εq. Then V is open in R and fpxq P V , so V P NRpfpxqq.

Also, V “ prfpxqs ´ ε, rfpxqs ` εq “ prfpxqs ´ ε, yq. Then V ă y.

By assumption, f is pra, bs,Rq-continuous. So, by Remark 28.14, we

see that f is pR,Rq-continuous. So, since x P S Ď ra, bs “ domrf s, we

see that f is pR,Rq-continuous at x. So, since V P NRpfpxqq, choose

U P NRpxq s.t. f˚pUq Ď V . By Fact 29.3, U X px, bq ‰ H, so choose

t P U X px, bq. Then t P U and t P px, bq. Since x P ra, bq, we get a ď x.

Then px, bq Ď pa, bq. Then t P px, bq Ď pa, bq Ď ra, bs “ domrf s. So,

since t P U , we see that fptq P f˚pUq. Then fptq P f˚pUq Ď V ă y.

Then fptq P p´8, yq Ď p´8, ys. Then t P f˚pp´8, ysq “ S ď x, and it

follows that t ď x. Then t R px, bq. Contradiction. �

Assigned HW#2-3.

THEOREM 29.5. Let a, b, y P R. Assume a ă b. Let f : ra, bs Ñ R
be continuous. Assume fpaq ě y ě fpbq. Then Dx P ra, bs s.t. fpxq “ y.

Proof. Unassigned homework. �

Assigned HW#2-4.

Let X0 :“ r1, 2s and let f :“ χR
X0

: R Ñ R be the characteristic

function of X0 in R. Since f is neither continuous at 1 nor at 2. we

see that f is not continuous on X0. However, f |X0 is constant, so

f |X0 : X0 Ñ R is continuous.

DEFINITION 29.6. @α, β P R, rα|βs :“ rmintα, βu,maxtα, βus.

For example, r2|1s “ r1, 2s.

The following is called the Intermediate Value Theorem:

THEOREM 29.7. Let α, β P R and let f : R 99K R. Assume that

f is continuous on rα|βs. Then rfpαq|fpβqs Ď f˚prα|βsq.

Proof. Let a :“ mintα, βu and let b :“ maxtα, βu. Then a ď b and

rα|βs “ ra, bs and rfpαq|fpβqs “ rfpaq|fpbqs. We know: f is continuous

on ra, bs. We wish to show: rfpaq|fpbqs Ď f˚pra, bsq.
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Since f is continuous on ra, bs, it follows that ra, bs Ď domrf s.

Let g :“ f |ra, bs. Then we have: gpaq “ fpaq and gpbq “ fpbq

and f˚pra, bsq “ g˚pra, bsq. By HW#2-4, g : ra, bs Ñ R is continu-

ous. We wish to show: rgpaq|gpbqs Ď g˚pra, bsq. We wish to show:

@y P rgpaq|gpbqs, y P g˚pra, bsq. Let y P rgpaq|gpbqs be given. We

wish to show: y P g˚pra, bsq. Since domrgs “ ra, bs, it follows that

g˚pra, bsq “ imrgs. We wish to show: y P imrgs. We wish to show:

Dx P ra, bs s.t. gpxq “ y.

At least one of the following must be true:

(1) gpaq ď gpbq or

(2) gpaq ě gpbq.

Case 1: We have y P rgpaq|gpbqs “ rgpaq, gpbqs, so gpaq ď y ď gpbq.

Then, by Theorem 29.4 (with f replaced by g), we see that Dx P ra, bs

s.t. gpxq “ y, as desired. End of Case 1.

Case 2: We have y P rgpaq|gpbqs “ rgpbq, gpaqs, so gpaq ě y ě gpbq.

Then, by Theorem 29.5 (with f replaced by g), we see that Dx P ra, bs

s.t. gpxq “ y, as desired. End of Case 2. �

Recall the following:

DEFINITION 29.8. Let f : R 99K R.

(1) f is semiincreasing means:

@a, b P domrf s, r pa ď bq ñ pfpaq ď fpbqq s.

(2) f is semidecreasing means:

@a, b P domrf s, r pa ď bq ñ pfpaq ě fpbqq s.

(3) f is strictly increasing means:

@a, b P domrf s, r pa ă bq ñ pfpaq ă fpbqq s.

(4) f is strictly decreasing means:

@a, b P domrf s, r pa ă bq ñ pfpaq ą fpbqq s.

(5) f is semimonotone means:

( f is semiincreasing) or ( f is semidecreasing ).

(6) f is strictly monotone means:

( f is strictly increasing ) or ( f is strictly decreasing ).

Assigned HW#2-5.

FACT 29.9. Let a, b, c P R. Then both of the following are true:

(1) a P rb|cs or b P ra|cs or c P ra|bs.

(2) ra|cs Ď ra|bs Y rb|cs.
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Proof. At least one of the following must be true:

pαq a ď b ď c,

pβq a ď c ď b,

pγq b ď a ď c,

pδq b ď c ď a,

pεq c ď a ď b,

pηq c ď b ď a.

Unassigned homework: Prove both (1) and (2) in cases pαq, . . . , pδq.

Case pεq: We have a P rc, bs “ rb|cs, so (1) holds. Also,

ra|cs “ rc, as Ď rc, bs “ rb|cs Ď ra|bs Y rb|cs,

so (2) holds. End of Case pεq.

Case pηq: We have b P rc, as “ ra|cs, so (1) holds. Also,

ra|cs “ rc, as “ rc, bs Y rb, as “ rb|cs Y ra|bs “ ra|bs Y rb|cs,

so (2) holds. End of Case pηq. �

DEFINITION 29.10. Let f : R 99K R and let k P N. Then f is

k-monotone means: @S Ď domrf s,

r #S ď k s ñ r f |S is strictly monotone s.

REMARK 29.11. Let φ : R 99K R. Assume #pdomrφsq ď 1. Then

φ is strictly increasing.

Proof. Since #pdomrφsq ď 1, it follows that @a, b P domrf s, r a “ b s.

Then @a, b P domrf s, r pa ă bq ñ pfpaq ă fpbqq s. �

We note that Remark 29.11 remains true if we replace “strictly in-

creasing” by any one of the following

‚ strictly decreasing,

‚ semiincreasing,

‚ semidecreasing,

‚ strictly monotone,

‚ semimonotone.

COROLLARY 29.12. Let f : R 99K R. Then f is 1-monotone.

Proof. We wish to show: @S Ď domrf s,

r #S ď 1 s ñ r f |S is strictly monotone s.
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Let S Ď domrf s be given. We wish to show

r #S ď 1 s ñ r f |S is strictly monotone s.

Assume: #S ď 1. We wish to show: f |S is strictly monotone.

Since #pdomrf |Ssq “ #S ď 1, by Remark 29.11, we see that f |S is

strictly increasing. Then f |S is strictly monotone. �

REMARK 29.13. Let f : R 99K R. Then:

r f is 2-monotone s ô r f is 1-1 s.

Proof. Proof of ñ: Assume: f is 2-monotone. We wish to show: f is 1-

1. We wish to show: @α, β P domrf s, rpfpαq “ fpβqq ñ pα “ βqs. Let

α, β P domrf s be given. We wish to show: rpfpαq “ fpβqq ñ pα “ βqs.

Assume: fpαq “ fpβq. We wish to show α “ β. Asume that α ‰ β.

We aim for a contradiction.

Let a :“ mintα, βu and b :“ maxtα, βu. Then a ă b. Since fpαq “

fpβq, we get: fpaq “ fpbq. Let g :“ f |ta, bu. Then gpaq “ gpbq. Since

f is 2-monotone, it follows that g is strictly monotone. Then: ( g is

strictly increasing ) or ( g is strictly decreasing ). So, since a ă b,

we see that: ( gpaq ă gpbq ) or ( gpaq ą gpbq ). Then gpaq ‰ gpbq.

Contradiction. End of proof of ñ.

Proof of ð: Assume: f is 1-1. We wish to show: f is 2-monotone.

We wish to show: @S Ď domrf s,

r #S ď 2 s ñ r f |S is strictly monotone s.

By Corollary 29.12, f is 1-monotone. We wish to show: @S Ď domrf s,

r #S “ 2 s ñ r f |S is strictly monotone s.

Let S Ď domrf s be given. We wish to show:

r #S “ 2 s ñ r f |S is strictly monotone s.

Assume #S “ 2. We wish to show: f |S is strictly monotone.

Choose a, b P S s.t. a ă b. Then S “ ta, bu. Since a ă b, we have

a ‰ b. So, since f is 1-1, we have fpaq ‰ fpbq. Then one of the

following is true:

(1) fpaq ă fpbq or

(2) fpaq ą fpbq.
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Case 1: We wish to show that f |S is strictly increasing.

Since a ă b and fpaq ă fpbq, we see that f |ta, bu is strictly increasing.

So, since S “ ta, bu, we see that f |S is strictly increasing, as desired.

End of Case 1.

Case 2: We wish to show that f |S is strictly decreasing.

Since a ă b and fpaq ą fpbq, we see that f |ta, bu is strictly decreas-

ing. So, since S “ ta, bu, we see that f |S is strictly decreasing, as

desired. End of Case 2. End of proof of ð. �

REMARK 29.14. Let f : R 99K R be strictly monotone. Then:

(1) @k P N, f is k-monotone and

(2) f is 1-1.

Sketch of proof: Any restriction of strictly increasing function is strictly

increasing. Any restriction of strictly decreasing function is strictly

decreasing. Therefore, any restriction of strictly monotone function is

strictly monotone. Then (1) holds.

By (1), f is 2-monotone. Then, by Remark 29.13, f is 1-1. �

Let f : R 99K R. Our first goal:

if f is 3-monotone, then f is strictly monotone.

Then, by (1) of Remark 29.14, it will follow, for all k P r3..8q, that

k-monotone is equivalent to strictly monotone. Upshot: (1-monotone

is always true), (2-monotone is equivalent to 1-1) and (all the other

k-monotones are equivalent to strictly monotone). Our second goal:

if (domrf s is an interval)

and (f is continuous)

and (f is 2-monotone),

then f is strictly monotone.

We showed the graph of a function f : R 99K R such that

(1) domrf s is NOT an interval,

(2) f is continuous,

(3) f is 1-1, hence 2-monotone and

(4) f is NOT 3-monotone, hence NOT strictly monotone

REMARK 29.15. Let f : R 99K R. Assume that f is 3-monotone.

Then f is 4-monotone.
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Proof. By assumption, f is 3-monotone, so, to show that f is 4-monotone,

we need only show: @S Ď domrf s,

r #S “ 4 s ñ r f |S is strictly monotone s.

Let S Ď domrf s be given. We wish to show:

r #S “ 4 s ñ r f |S is strictly monotone s.

Assume: #S “ 4. We wish to show: f |S is strictly monotone.

Choose a, b, c, d P S s.t. a ă b ă c ă d. Then S “ ta, b, c, du.

Because f is 3-monotone, it follows that f is 2-monotone, so, by ñ

of Remark 29.13, f is 1-1. So, since b ‰ c, it follows that fpbq ‰ fpcq.

Then one of the following must be true:

(1) fpbq ă fpcq or

(2) fpbq ą fpcq.

Case (1): We wish to show that f |S is strictly increasing.

Since b ă c and fpbq ă fpcq, it follows that f |ta, b, cu is not strictly

decreasing. However, f is 3-monotone, so f |ta, b, cu is strictly mono-

tone. Then f |ta, b, cu is strictly increasing. Then fpaq ă fpbq ă fpcq.

Since b ă c and fpbq ă fpcq, it follows that f |tb, c, du is not strictly

decreasing. However, f is 3-monotone, so f |tb, c, du is strictly mono-

tone. Then f |tb, c, du is strictly increasing. Then fpbq ă fpcq ă fpdq.

Then fpaq ă fpbq ă fpcq ă fpdq. Then f |ta, b, c, du is strictly

increasing. So, since S “ ta, b, c, du, we conclude that f |S is strictly

increasing, as desired. End of Case (1).

Case (2): We wish to show that f |S is strictly decreasing.

Since b ă c and fpbq ą fpcq, it follows that f |ta, b, cu is not strictly

increasing. However f is 3-monotone, so f |ta, b, cu is strictly monotone.

Then f |ta, b, cu is strictly decreasing. Then fpaq ą fpbq ą fpcq.

Since b ă c and fpbq ą fpcq, it follows that f |tb, c, du is not strictly

increasing. However f is 3-monotone, so f |tb, c, du is strictly monotone.

Then f |tb, c, du is strictly decreasing. Then fpbq ą fpcq ą fpdq.

Then fpaq ą fpbq ą fpcq ą fpdq. Then f |ta, b, c, du is strictly

decreasing. So, since S “ ta, b, c, du, we conclude that f |S is strictly

decreasing, as desired. End of Case (2). �

The next result achieves our first goal.

THEOREM 29.16. Let f : R 99K R. Assume that f is 3-monotone.

Then f is strictly monotone.
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Proof. By Remark 29.15, f is 4-monotone. Let X :“ domrf s. Because

f is 4-monotone, we know:

r #X ď 4 s ñ r f is strictly monotone s.

It therefore suffices to show

r #X ą 4 s ñ r f is strictly monotone s.

Assume: #X ą 4. We wish to show: f is strictly monotone.

Since #X ą 1, choose a, b P X s.t. a ă b. Since f is 3-monotone, we

see that f is 2-monotone, so, by ñ of Remark 29.13, f is 1-1. So, as

a ‰ b, we get: fpaq ‰ fpbq. Then one of the following must be true:

(1) fpaq ă fpbq or

(2) fpaq ą fpbq.

Case (1): We wish to show: f is strictly increasing. As X “ domrf s,

we wish to show: @c, d P X,

r c ă d s ñ r fpcq ă fpdq s.

Let c, d P X be given. We wish to show:

r c ă d s ñ r fpcq ă fpdq s.

Assume: c ă d. We wish to show: fpcq ă fpdq.

Since a ă b and fpaq ă fpbq, it follows that f |ta, b, c, du is not

strictly decreasing. However, f is 4-monotone, so f |ta, b, c, du is strictly

monotone. Then f |ta, b, c, du is strictly increasing. Then, since c ă d,

we get fpcq ă fpdq, as desired. End of Case (1).

Case (2): We wish to show: f is strictly decreasing. As X “ domrf s,

we wish to show: @c, d P X,

r c ă d s ñ r fpcq ą fpdq s.

Let c, d P X be given. We wish to show:

r c ă d s ñ r fpcq ą fpdq s.

Assume: c ă d. We wish to show: fpcq ą fpdq.

Since a ă b and fpaq ą fpbq, it follows that f |ta, b, c, du is not

strictly increasing. However, f is 4-monotone, so f |ta, b, c, du is strictly

monotone. Then f |ta, b, c, du is strictly decreasing. Then, since c ă d,

we get fpcq ą fpdq, as desired. End of Case (2). �

This completes our first goal. Recall our second goal: @f : RÑ R,
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if (domrf s is an interval)

and (f is continuous)

and (f is 2-monotone),

then f is strictly monotone.

LEMMA 29.17. Let I be an interval and let f : I Ñ R be continuous

and 1-1. For all x P I, let x :“ fpxq. Let p, q, r P I. Assume: q R rp|rs.

Then q R rp|rs.

Proof. Assume: q P rp|rs. We aim for a contradiction.

Since I is an interval and p, r P I, it follows that rp|rs Ď I. By

assumption f : I Ñ R is continuous. Then f is continuous on rp|rs.

Then, by the Intermediate Value Theorem (Theorem 29.7), we get:

rfppq|fprqs Ď f˚prp|rsq Then q P rp|rs “ rfppq|fprqs Ď f˚prp|rsq, so

choose x P rp|rs s.t. q “ fpxq. Since fpqq “ q “ fpxq and since

f is 1-1, it follows that q “ x. Therefore, q “ x P rp|rs. However,

by assumption, we have: q R rp|rs. Contradiction. �

We indicated how to use Lemma 29.17 to finish the second goal.

In the next class, we’ll write out the details.

30. Class 4 on 25 January 2018, Th of Week 2

Recall: @α, β P R, we define

rα|βs :“ r mintα, βu , maxtα, βu s.

So, for example, r3|1s “ r1, 3s “ r1|3s.

Recall: @s, t, u P R, we have both

p p s P rt|us q or p t P rs|us q or pu P rs|ts q q

and p rs|us Ď rs|ts Y rt|us q.

Recall: Let f : R 99K R and let k P N. Then f is k-monotone

means: @S Ď domrf s, ( r#S ď k s ñ r f |S is strictly monotone s ).

By Remark 29.13, 2-monotone is equivalent to injective.

By Theorem 29.16, 3-monotone is equivalent to strictly monotonic.

Goal: Show, for any f : R 99K R, if

‚ domrf s is an interval,

‚ f is continuous and

‚ f is 2-monotone,



NOTES 1 227

then f is strictly monotone. By Remark 29.13, this goal follows from

ð of Theorem 30.1 below.

In Lemma 29.17, we proved: Let I be an interval and let f : I Ñ R
be continuous and 1-1. For all x P I, let x :“ fpxq. Let p, q, r P I.

Assume: q R rp|rs. Then q R rp|rs.

THEOREM 30.1. Let I be an interval and let f : I Ñ R be contin-

uous. Then: r f is strictly monotone s ô r f is 1-1 s.

Proof. Proof of ñ: By Remark 29.13, rf is 2-monotones ñ rf is 1-1s.

Then: rf is strictly monotones ñ rf is 2-monotones ñ rf is 1-1s, as

desired. End of proof of ñ.

Proof of ð: Assume: f is 1-1. We wish to prove: f is strictly

montone. By Theorem 29.16, it suffices to show: f is 3-monotone. By

Remark 29.13, f is 2-monotone. That is, @S Ď domrf s,

r #S ď 2 s ñ r f |S is strictly monotone s.

It thererfore suffices to show: @S Ď domrf s,

r #S “ 3 s ñ r f |S is strictly monotone s.

Let S Ď domrf s be given. We wish to show:

r #S “ 3 s ñ r f |S is strictly monotone s.

Assume: #S “ 3. We wish to show: f |S is strictly monotone.

Choose a, b, c P S s.t. a ă b ă c. Then S “ ta, b, cu. For all x P I, let

x :“ fpxq. Since a ă b ă c, we have a R rb|cs. Then, by Lemma 29.17,

a R rb|cs. Since a ă b ă c, we have c R ra|bs. Then, by Lemma 29.17,

c R ra|bs. Since a R rb|cs and since c R ra|bs, by (1) of Fact 29.9, we see

that b P ra|cs. Thus: [ p a ď b ď c q or p a ě b ě c q ].

Since a ă b ă c, we see that a ‰ b ‰ c. So, since f is 1-1, we get

a ‰ b ‰ c. Then: [ p a ă b ă c q or p a ą b ą c q ]. So, since

S “ ta, b, cu, we conclude:

p f |S is strictly increasing q or p f |S is strictly decreasing q.

Then f |S is strictly monotone, as desired. End of proof of ð. �

Let Z be a topological space and let S Ď Z. We reviewed the

definition of IntZS and discussed a pictorial example when Z “ R2.

We noted that IntRr3, 7s “ p3, 7q and that IntRr0,8q “ p0,8q. We

have the following quantified equivalence for interior points:
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LEMMA 30.2. Let Z be a topological space, let S Ď Z and let q P Z.

Then: r q P IntZS s ô r DV P NZpqq s.t. V Ď S s.

Proof. Proof of ñ: Assume that q P IntZS. We wish to show that

DV P NZpqq s.t. V Ď S.

We have q P IntZS “
Ť

t V open in Z | V Ď S u. Choose an open

subset V of Z s.t. V Ď S and s.t. q P V . We wish to show: V P NZpqq.

Since V is open in Z and since q P V , we conclude, by Remark 16.4,

that V P NZpqq, as desired. End of proof of ñ.

Proof of ð: Assume: DV P NZpqq s.t. V Ď S. Want: q P IntZS.

We wish to show: q P
Ť

t U open in Z | U Ď S u. That is, we wish

to show: DU open in Z s.t. U Ď S and s.t. q P U .

Choose V P NZpqq s.t. V Ď S. Since V P NZpqq, choose U open

in Z s.t. q P U Ď V . It remains to show: U Ď S.

We have: U Ď V Ď S, as desired. End of proof of ð. �

The next result is called one-dimensional Invariance of Domain:

THEOREM 30.3. Let f : R 99K R be 1-1 and continuous, and let

U Ď domrf s. Assume that U is open in R. Then f˚pUq is open in R.

Proof. Let S :“ f˚pUq. We wish to show: S is open in R. It suffices to

show: S “ IntRS. Since IntRS Ď S, we want: S Ď IntRS. That is, we

want: @q P S, q P IntRS. Let q P S be given. Want: q P IntRS. Then,

by Lemma 30.2, we wish to prove: DV P NRpqq s.t. V Ď S.

Since q P S “ f˚pUq, choose p P U s.t. q “ fppq. For all x P R, let

x :“ fpxq. Then q “ p. By assumption, U is open in R. So, since p P U ,

we see, by Remark 16.4, that U P NRppq. By Theorem 17.15, BRppq is

a neighborhood base at p in R. So, since U P NRppq, choose A P BRppq

s.t. A Ď U . By definition of BRppq, choose δ ą 0 s.t. A “ BRpp, δq. Let

a :“ p´ pδ{2q, b :“ p` pδ{2q and I :“ ra, bs. Then I is an interval and

I Ď p p´ δ , p` δ q “ Bpp, δq “ A Ď U Ď domrf s.

Since f is continuous, by Remark 28.14, f |I is continuous. Also, since

f is 1-1, it follows that f |I is 1-1. Then, by Theorem 30.1, f |I is strictly

monotone. Therefore, one of the following must be true:

(1) f |I is strictly increasing or

(2) f |I is strictly decreasing.

Case 1: We have a, p, b P I and a ă p ă b. So, since f |I is strictly

increasing, a ă p ă b. Since a ă b, we have ra|bs “ ra, bs. Since a ă b,
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we have ra|bs “ ra, bs. Let V :“ pa, bq Ď R. Then V is open in R. Also,

q “ p P V . Then, by Remark 16.4, V P NRpqq. Want: V Ď S.

Since f |I is continuous and I “ ra, bs, by the Intermediate Value

Theorem (Theorem 29.7), we get rfpaq|fpbqs Ď f˚pra|bsq. Then we

have ra, bs “ ra|bs “ rfpaq|fpbqs Ď f˚pra|bsq “ f˚pra, bsq. It follows that

V Ď ra, bs Ď f˚pra, bsq “ f˚pIq Ď f˚pUq “ S. End of Case 1.

Case 2: We have a, p, b P I and a ă p ă b. So, since f |I is strictly

decreasing, a ą p ą b. Since a ă b, we have ra|bs “ ra, bs. Since a ą b,

we have ra|bs “ rb, as. Let V :“ pb, aq Ď R. Then V is open in R. Also,

q “ p P V . Then, by Remark 16.4, V P NRpqq. Want: V Ď S.

Since f |I is continuous and I “ ra, bs, by the Intermediate Value

Theorem (Theorem 29.7), we get rfpaq|fpbqs Ď f˚pra|bsq. Then we

have rb, as “ ra|bs “ rfpaq|fpbqs Ď f˚pra|bsq “ f˚pra, bsq. It follows that

V Ď rb, as Ď f˚pra, bsq “ f˚pIq Ď f˚pUq “ S. End of Case 2. �

Define f : R Ñ R by fpxq “ x2. Let U :“ R. Then f˚pUq “ r0,8q.

This shows that the 1-1 hypothesis in Theorem 30.3 is needed.

We gave an example of an open interval U Ď R and a 1-1 function

f : U Ñ R such that f˚pUq is not open. This shows that the continuity

hypothesis in Theorem 30.3 is needed.

Theorem 30.3 generalizes to all dimensions:

THEOREM 30.4. Let k P N, and let f : Rk 99K Rk be 1-1 and

continuous, and let U Ď domrf s. Assume that U is open in R. Then

f˚pUq is open in R.

Proof. Omitted. For k P r2..8q, this is beyond the scope of our course.

It is typically proved in a first-year graduate course on topology. �

REMARK 30.5. Let Z be a topological space, let Z0 Ď Z and let

U Ď Z0. Then: r U open in Z0 s ô r U open in Z0 s.

Proof. Unassigned HW. �

THEOREM 30.6. Let f : R 99K R be 1-1 and continuous. We define

X :“ domrf s and Y :“ imrf s. Assume that X is open in R. Then

(1) Y is open in R and

(2) f is a homeomorphism from X onto Y .

Proof. Proof of (1): By Theorem 30.4 (with U replaced by X), we see

that f˚pXq is open in R. So, since f˚pXq “ f˚pdomrf sq “ imrf s “ Y ,

we get: Y is open in R, as desired. End of proof of (1).
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Proof of (2): Since f : X ãÑą Y is 1-1 and continuous, we need only

show f : X Ñ Y is open, i.e., that @open U in X, f˚pUq is open in Y .

Let an open U in X be given. We wish to show: f˚pUq is open in Y .

By ð of Remark 30.5 (with X replaced by R and Z0 by X), we see

that U is open in R. Then, by Invariance of Domain (Theorem 30.3),

we conclude that f˚pUq is open in R. Then, byñ of Remark 30.5 (with

X replaced by R, Z0 by Y , and U by f˚pUq), it follows that f˚pUq is

open in Y , as desired. End of proof of (2). �

THEOREM 30.7. Let f : R Ñ R be 1-1 and continuous. We define

X :“ domrf s and Y :“ imrf s. Then f˚pIntRXq Ď IntRY .

Proof. Let S :“ tV Ď Y |V is open in Ru. Then IntRY “
Ť

S. Let

U :“ IntRX. Let V :“ f˚pUq. Then V “ f˚pIntRXq. We wish to show:

V Ď IntRY . That is, we wish to show: V Ď
Ť

S. It suffices to show

V P S. That is, we wish to show: ( V Ď Y ) and ( V is open in R ).

As V “ f˚pIntRXq Ď imrf s “ Y , we need only show: V is open in R.

Since IntRX is open in R and IntRX Ď X “ domrf s, by Invariance

of Domain (Theorem 30.3), we conclude that f˚pIntRXq is open in R.

That is, we conclude that V is open in R, as desired. �

Recall: Let Y and Z be topological spaces, let φ : Y 99K Z and let

u P Y . Then

LIMS
u

φ :“ tv P Z |φÑ v near uu and

lim
u
φ :“ ELTpLIMS

u
φq.

When clarity is needed we sometimes indicate Y and Z by writing

pY, Zq- LIMS
u

φ and pY, Zq- lim
u
φ,

and by writing φÑ v in Z near u in Y .

Let f : R 99K R be defined by fpxq “ 1{px2q. I drew the graph of

f . I asked the value of lim
0
f . Correct answer: It depends on how you

think about f . Since f : R 99K R, we might compute

pR,Rq- lim
0
f “ /.

On the other hand, f : R˚ 99K R˚, and so we might compute

pR˚,R˚q- lim
0
f “ 8.
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The moral is that, if Y and Z are ambiguous, then we really need

to indicate them for lim
u
φ to have a clear meaning. On the other hand,

if Y and Z are clear, then the notation pY, Zq- lim
u
φ is unnecessarily

cluttered and can be hard on the reader. Some judgment is required.

Recall: Let Y and Z be topological spaces, let φ : Y 99K Z, let u P Y

and let v P Z. Then

p lim
u
φ “ v q ñ p v P LIMS

u
φ q ô p φÑ v near u q.

The ñ cannot be replaced by ô, as we explain in the next paragraph.

In this paragraph, LIMS will always mean pR,Rq- LIMS. Let Y :“ R,

let Z :“ R and let S :“ r1, 2s Y t3u. Let u :“ 3 and let v :“ 4. Let

φ :“ C4
Z : S Ñ R be the constant function that is equal to 4 on S

and undefined elsewhere. Then φ : R 99K R. By Proposition 24.7,

LIMS
u

φ “ LIMS
3

φ “ R, so we have both

p v P LIMS
u

φ q and p φÑ v near u q.

On the other hand, lim
u
φ “ ELTpLIMS

u
φq “ ELT R “ /.

Recall: Let Y be a topological space and let S Ď Y . Then

IntY S “
ď

tU Ď Y | pU is open in Y q& pU Ď S qu,

ClY S “
č

tC Ď Y | pC is closed in Y q& pC Ě S qu,

IsolY S “ tp P S | DU P NY ppq s.t. U X S “ tpuu,

BY S “ rClY Ss z rIntY Ss and

LPY S “ rClY Ss z rIsolY Ss.

We worked out all five of these sets in an example where S was a

subset of R2. We chose the subset S to be neither open nor closed, and

to have exactly two isolated points.

Let Y :“ R and let S :“ r1, 2q Y t3, 4u. We compute

IntY S “ p1, 2q,

ClY S “ r1, 2s Y t3, 4u,

IsolY S “ t3, 4u,

BY S “ t1, 2, 3, 4u and

LPY S “ r1, 2s.
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Recall: Let Y and Z be topological spaces and let φ : Y 99K Z.

Then we define LPDY φ :“ LPY pdomrφsq. Here, the notation “LPD”

stand for “limit point of the domain”.

Recall: Let Y and Z be topological spaces and let φ : Y 99K Z. Let

u P Y zrLPDY φs. Then both

(1) LIMS
u

φ “ Z and

(2) p#Z ‰ 1q ñ plim
u
φ “ /q.

It therefore makes little sense to try to compute a limit of a function

at a point that is NOT a limit point of the domain. By contrast, in the

next paragraph, we show that the situation improves greatly when a

limit is computed at a point that IS a limit point of the domain.

Recall: Let Y and Z be topological spaces and let φ : Y 99K Z. Let

u P LPDY φ. Assume that Z is Hausdorff. Then both

(1) @v, w P LIMS
u

φ, v “ w and

(2) #pLIMS
u

φq ď 1.

From this, we get:

COROLLARY 30.8. Let Y and Z be topological spaces. Assume that

Z is Hausdorff. Let φ : Y 99K Z. Let u P LPDY φ. Then

r lim
u
φ “ v s ô r φ Ñ v near u s.

Recall: Let W be a vector space, let f : R 99K W and let p P domrf s.

Then SSpf : R 99K W is defined by

pSSpf qphq “
rfpp` hqs ´ rfppqs

h
.

We noted that

domrSSpf s “ r p domrf s q ´ p s z t 0 u,

and, therefore, that

LPDRpSS
p
f q “ pLPDRf q ´ p,

and, therefore, that

r 0 P LPDRpSS
p
f q s ô r p P LPDRf s.

It therefore makes little sense to compute lim
0
SSpf unless p P LPDRf .

In fact, if p R LPDRf , then lim
0
SSpf “ ELT R “ /.
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Recall: Let W be a normed vector space and f : R 99K W . We

define f 1 : R 99K W by f 1ppq “ lim
0
SSpf . By lim

0
, we mean pR,W q- lim

0
.

Let f : R 99K R be defined by fpxq “
?

1´ x2. We drew the graph

of f , which is a closed semicircle in the plane. (It is the upper half

of the circle of radius one about the origin.) We observed that

pR˚,R˚q- lim
0
SS1

f “ ´8.

However,

f 1p1q “ pR,Rq- lim
0
SS1

f “ /.

Let g :“ f | r´1{2, 1{2s. We observed that g1p1{2q ‰ /.

Define f : RÑ R by fpxq “ x2. Let S :“ t1, 1{2, 1{3, 1{4, . . .uYt0u.

Let g :“ f |S. The graph of f is a parabola, and the graph of g is a

set of countably many points on that parabola, accumulating at the

origin. Note that domrg1s “ t0u and that g1p0q “ 0.

31. Class 5 on 30 January 2018, Tu of Week 3

Assigned HW#3-1.

Let X be a topological space and let S Ď X. Then

IsolXS “ tp P S | DV open in X s.t. V X S “ tpuu

“ tp P S | tpu is open in Su, and

LPXS “ rClXSs z rIsolXSs.

For example,

IsolRpr1, 2q Y t3uq “ t3u and

LPRpr1, 2q Y t3uq “ r1, 2s.

Let X be a topological space. Then @B Ď X, @A Ď B,

LPXA “ tp P X | @U P Nˆ
X ppq, U X A ‰ Hu

Ď tp P X | @U P Nˆ
X ppq, U XB ‰ Hu “ LPXB.

That is, LPX is set-theoretically monotonic.

REMARK 31.1. Let X be a topological space and let S Ď X. As-

sume, for all p P S, that tpu is not open in X. Then IntXS Ď LPXS.
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Proof. Let U :“ IntXS. We wish to show: U Ď LPXS.

By definition of Int, we see that U is open in X and that U Ď S.

Recall that IsolXU “ tp P U | tpu is open in Uu. Since U is open in

X, it follows that every open subset of U is open in X. Consequently,

tp P U | tpu is open in Uu Ď tp P U | tpu is open in Xu. As U Ď S,

we see that tp P U | tpu is open in Xu Ď tp P S | tpu is open in Xu.

By assumption, tp P S | tpu is open in Xu “ H. Then

IsolXU “ tp P U | tpu is open in Uu

Ď tp P U | tpu is open in Xu

Ď tp P S | tpu is open in Xu “ H,

So IsolXU “ H. Therefore LPXU “ rClXU szrIsolXU s “ ClXU .

By definition of Cl, we have U Ď ClXU . Also, since U Ď S, we get

LPXU Ď LPXS. Then U Ď ClXU “ LPXU Ď LPXS, as desired. �

In many topological spaces (e.g., R), no singleton set is open. So,

by the preceding remark, we see, e.g., that @S Ď R, IntRS Ď LPRS.

That is, in the real number system, every interior point of a set is a

limit point of that set. The same result holds for R2, R3, etc.

On the other hand, there are those topological spaces that do have

an open singleton set. For example, let X :“ r1, 2q Y t3u, with the

relative topology, inherited from R. Let S :“ t3u. Then S is a clopen

subset of X, so ClXS “ S “ IntXS. Also, IsolXS “ S. Then

LPXS “ rClXSs z rIsolXSs “ S zS “ H.

Then IntXS “ S Ę H “ LPSX.

Recall: Let Y and Z be topological spaces, let φ : Y 99K Z and let

p P Y . Then

(1) @q P Z,
“ `

φÑ q near p
˘

means
`

@V P N pqq, DU P Nˆppq s.t. f˚pUq Ď V
˘ ‰

(1’) @q P Z,
“ `

φÑ q near p
˘

ô
`

@V P N pqq, DU P Nˆppq s.t., @x P domrf s,

r x P U s ñ r fpxq P V s
˘ ‰

.

(2) LIMS
p

φ :“ tq P Z |φÑ q near pu.

(3) lim
p
φ :“ ELT p LIMS

p
φ q.
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(4) @q P Z,
“ `

lim
p
φ “ q

˘

ñ
`

φÑ q near p
˘ ‰

.

Recall: Let Y and Z be topological spaces. Assume that Z is Haus-

dorff. Let φ : Y 99K Z. Let p P LPDY φ and let q P Z. Then:

p lim
p
φ “ q q ô p φÑ q near p q.

Recall: Every norm | ‚ | has an associated metric d|‚|. So every

normed vector space has a standard metric. Every metric d has an

associated topology Td. So every metric space has a standard topology.

Any metrizable topological space is Hausdorff. Therefore any met-

ric space is Hausdorff, and, consequently, any normed vector space is

Hausdorff. For this reason, for us, the Hausdorff condition is consid-

ered “tame”; any topological space of interest in this course will be

Hausdorff.

Recall: Let W be a vector space, let f : R 99K W and let p P domrf s.

Then SSfp : R 99K W is defined by

pSSpf qphq “
rfpp` hqs ´ rfppqs

h
.

Since / is used for any undefined quantity, it follows that, for any

vector space W , for any f : R 99K W , for any p, if p R domrf s, then

SSpf “ /, and so, for all h, pSSpf qphq “ /.

Recall: Let W be a normed vector space and let f : R 99K W . Then

f 1 : R 99K W is defined by f 1ppq “ lim
0
SSpf . By lim, we mean pR,W q´

lim. When W is unclear we might write f 1W instead of f 1, but this

is almost never necessary because of “absoluteness of differentation”,

which we describe in the next paragraph.

Let W be a normed vector space, let V be a subspace of W and let

f : R 99K V . Then: f 1V “ f 1W .

Note: Let W be a normed vector space W , and let f : R 99K W . As

we pointed out above, @p P Rzpdomrf sq, we have f 1ppq “ /, i.e., we

have p P Rzpdomrf 1sq. That is, Rzpdomrf sq Ď Rzpdomrf 1sq. Equiva-

lently, domrf 1s Ď domrf s.

DEFINITION 31.2. Let Y and Z be topological spaces, f : Y 99K Z.

Then dctrf s :“ tp P Y | f is continuous at pu.

In Definition 31.2, “dct” stands for domain of continuity.

In Definition 31.2, by “continuous” we mean “pY, Zq-continuous”.

When Y and Z are unclear, we can write dctY,Zrf s. However, this is
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almost never necessary, because of “absoluteness of continuity”, which

we describe in the next paragraph.

Let Y and Z be topological spaces. Let Y0 Ď Y and let Z0 Ď Z. Let

f : Y0 99K Z0. Then: dctY0,Z0rf s “ dctY,Zrf s.

Let Y and Z be topological spaces and let f : Y 99K Z. By

Definition 21.3, we see @p P dctrf s, we have p P domrf s. That is,

dctrf s Ď domrf s.

Let W be a normed vector space and let f : R 99K W . Recall that

domrf 1s Ď domrf s. By Theorem 26.17, we see: @p P domrf 1s, we have

p P dctrf s. That is, domrf 1s Ď dctrf s. Then

domrf 1s Ď dctrf s Ď domrf s.

That is, dctrf s is set-theoretically between domrf 1s and domrf s.

Recall: Let W be a vector space, f : R 99K W , p P domrf s. Then

(1) domrSSpf s “ rpdomrf sq ´ psˆ0 ,

(2) LPDRrSS
p
f s “ pLPDRfq ´ p and

(3) r 0 P LPDRpSS
p
f q s ô r p P LPDRf s.

REMARK 31.3. Let W be a normed vector space, let f : R 99K W
and let v P W . Then:

(1) @p P domrf s, ( [ f 1ppq “ v ] ñ [ SSpf Ñ v near 0 ] ) and

(2) @p P LPDRf , ( [ f 1ppq “ v ] ô [ SSpf Ñ v near 0 ] ).

Proof. Unassigned HW. Hint: Keep in mind that, for all p P domrf s,

r f 1ppq “ v s ô r lim
0
SSpf “ v s.

Also, for all p P domrf s, we have: r 0 P LPDRpSS
p
f q s ô r p P LPDRf s.

Now apply Remark 25.18 for (1), and Remark 25.19 for (2). �

Example: Define φ : RÑ R by φpxq “ x2. Let

S :“ t 1 , 1{2 , 1{3 , 1{4 , . . . u Y t 0 u.

Note that LPRS “ t0u. Let W :“ R. Let f :“ φ|S : R 99K W . The

graph of φ is a parabola passing through p0, 0q, and the graph G of f is

a countable collecction of points on that parabola. Note that p0, 0q P G

and LPR2G “ tp0, 0qu. For all x P Sˆ0 , we have:

‚ x R LPRS “ LPDRf ,

‚ 0 R LPDRpSS
x
f q,

‚ LIMS
0
pSSxf q “ R,

‚ f 1pxq “ / and
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‚ SSxf Ñ 73 near 0.

The use of 73 was arbitrary. In fact, as LIMS
0
pSSxf q “ R, it follows, for

all y P R, that SSxf Ñ y near 0. Note: While SSxf Ñ 73 near 0, it does

NOT follow that f 1pxq “ 73; in fact, we have f 1pxq “ /. We leave it

as unassigned HW to show: f 1p0q “ 0. Then domrf 1s “ t0u.

LEMMA 31.4. Let W be a normed vector space, f : R 99K W and

p P domrf 1s. Then SSpf Ñ f 1ppq near 0.

Proof. Let v :“ f 1ppq. By (1) of Remark 31.3, we have SSpf Ñ v near

0. That is, SSpf Ñ f 1ppq near 0, as desired. �

The next result says that any point of differentiability is a point of

continuity and is NOT an isolated point in domain of the function. We

need to assume that the target vector space is nonzero, which is a tame

assumption: Who would want to study a constant function whose only

value is zero?

REMARK 31.5. Let W be a nonzero normed vector space and let

f : R 99K W . Then domrf 1s Ď pdctrf sqzpIsolRpdomrf sqq.

Proof. We want to show: @p P domrf s, p P pdctrf sqzpIsolRpdomrf sqq.

Let p P domrf 1s be given. Want: p P pdctrf sqzpIsolRpdomrf sqq.

By Theorem 26.17, p P dctrf s. Want: p R IsolRpdomrf sq. Assume

p P IsolRpdomrf sq. We aim for a contradiction.

As p R rClRpdomrf sqszrIsolRpdomrf sqs “ LPRpdomrf sq “ LPDRf ,

we get: 0 R LPDRpSS
p
f q. Then, by Proposition 24.7, LIMS

0
pSSpf q “ W .

Since W is nonzero, we get #W “ 8, and so ELTW “ /. Then

f 1ppq “ lim
0
pSSpf q “ ELTpLIMS

0
pSSpf qq “ ELTW “ /. However, since

p P domrf 1s, it follows that f 1ppq ‰ /. Contradiction. �

Assigned HW#3-2.

DEFINITION 31.6. Let k P N. Let f1, . . . , fk be functions. Then

pf1, . . . , fkq is the function defined by

p f1 , . . . , fk q pxq “ p f1pxq , . . . , fkpxq q.

Note: Let k P N. Let f1, . . . , fk be functions. Then

domr p f1 , . . . , fk q s “ p domrf1s q X ¨ ¨ ¨ X p domrfks q.
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Note: Let k P N. Let X be a set and let Y1, . . . , Yk be sets. Let

f1 : X 99K Y1, . . . , fk : X 99K Yk. Then

p f1 , . . . , fk q : X 99K Y1 ˆ ¨ ¨ ¨ ˆ Yk.

Note: Let k P N. Let X be a topological space. Let Y1, . . . , Yk be

topological spaces. Let f1 : X 99K Y1, . . . , fk : X 99K Yk. Then

dctrpf1, . . . , fkqs “ pdctrf1sq X ¨ ¨ ¨ X pdctrfksq.

Note: Let k P N. Let X be a topological space. Let S1, . . . , Sk Ď X.

Then LPXpS1 X ¨ ¨ ¨ X Skq Ď pLPXS1q X ¨ ¨ ¨ X pLPXSkq. Equality may

not hold: LPR p p´8, 0s X r0,8q q “ LPRt0u “ H, while

pLPRp´8, 0s q X pLPRr0,8q q “ p p´8, 0s q X p r0,8q q “ t0u.

Note: Let k P N. Let X be a topological space. Let Y1, . . . , Yk be

sets. Let f1 : X 99K Y1, . . . , fk : X 99K Yk. Then

LPDXr pf1, . . . , fkq s Ď pLPDXrf1s q X ¨ ¨ ¨ X pLPDXrfks q.

Assigned HW#3-3 and HW#3-4.

HW#3-4 illustrates why an analyst would be drawn into topology.

For any normed vector space W , if two functions R 99K W agree on an

open set U in R, then their derivatives also agree on U .

If we drop the requirement that U be open in R, then this statement

becomes false: Let f, g : RÑ R be defined by fpxq “ |x| and gpxq “ x.

Let U :“ r0,8q. Then f “ g on U . Since f 1p0q “ / ‰ 1 “ g1p0q, we

conclude: NOT ( f 1 “ g1 on U ).

DEFINITION 31.7. The functions cos, sin : R 99K R are defined by

cosx “ 1´
x2

2!
`
x4

4!
´
x6

6!
` ¨ ¨ ¨ ,

sinx “ x´
x3

3!
`
x5

5!
´
x7

7!
` ¨ ¨ ¨ .

Following material that is typically covered in MATH 3283, the two

power series in Definition 31.7 both have infinite radii of convergence.

It follows that domrcoss “ R, that domrsins “ R. Moreover, it follows

that the term-by-term derivatives of those two power series yield power

series that also have infinte radius of convergence. Also, it follows that

those two term-by-term derivatives are power series for cos1 x and sin1 x.

This shows: cos1 “ ´ sin and sin1 “ ´ cos.
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Let Z :“ cos˚pt0uq. Since cos is differentiable on R, cos : R Ñ R is

continuous. So, since t0u is closed in R, it follows that Z is closed in

R. Let S :“ Z X r0,8q. Then S, being the intersection of two closed

subsets of R, is closed in R. We have cos 0 “ 1. We have cos 2 ă 1 ´

rp22q{p2!qs`rp24q{p4!qs ă 0. Then, by the Intermediate Value Theorem

(Theorem 29.7), Dx P p0, 2q s.t. cos x “ 0. Then Z X p0, 2q ‰ H. So,

since Z X p0, 2q Ď Z X r0,8q “ Y , we see that Y ‰ H. Finally, since

Y Ď r0,8q ě 0, we see that Y is bounded below. By Corollary 25.14,

Y has a minimum. Note that Y “ tx P r0,8q | cosx “ 0u.

DEFINITION 31.8. We define π :“ 2 ¨ pmintx P r0,8q | cosx “ 0uq.

Then π{2 “ mintx P r0,8q | cosx “ 0u. In particular, cospπ{2q “ 0

and 0 R cos˚pr0, π{2qq. Since cos is continuous on R, since cosp0q “ 1

and since 0 R cos˚pr0, π{2qq, it follows, from the Intermediate Value

Theorem (Theorem 29.7), that cos˚pr0, π{2qq ą 0.

We will prove the next three lemmas after we prove the Mean Value

Theorem, but we will use them immediately. (To avoid circular rea-

soning, our proof of the Mean Value Theorem cannot use any of the

next three lemmas!)

LEMMA 31.9. We have sin2` cos2 “ C1
R.

Proof. Deferred until after the proof of the Mean Value Theorem. �

Recall: C1
R : RÑ t1u is the constant function defined by C1

Rpxq “ 1.

Then Lemma 31.9 is equivalent to

@x P R, p sin2 x q ` p cos2 x q “ 1.

LEMMA 31.10. We have sinpπ{2q “ 1.

Proof. Deferred until after the proof of the Mean Value Theorem. �

LEMMA 31.11. Let α, β P R. Then both

(1) sinpα ` βq “ r sinα s r cos β s ` r cosα s r sin β s and

(2) cospα ` βq “ r cosα s r cos β s ´ r sinα s r sin β s.

Proof. Deferred until after the proof of the Mean Value Theorem. �

We have

cosπ “ cos p pπ{2q ` pπ{2q q

“ r cos pπ{2q s r cos pπ{2q s ´ r sin pπ{2q sr sin pπ{2q s

“ r 0 s r 0 s ´ r 1 s r 1 s “ ´1.
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Also, we have

sin π “ sin p pπ{2q ` pπ{2q q

“ r sin pπ{2q s r cos pπ{2q s ` r cos pπ{2q sr sin pπ{2q s

“ r 1 s r 0 s ´ r 0 s r 1 s “ 0.

LEMMA 31.12. Let x P R. Then all of the following are true:

(1) cos p´xq “ cosx,

(2) sin p´xq “ ´ psinxq,

(3) cosx “ sin p pπ{2q ´ x q,

(4) cos pπ ` xq “ ´ pcosxq and

(5) sin pπ ` xq “ ´ psinxq.

Proof. Proof of (1): This follows because, in Definition 31.7, the power

series for cos involves only even powers of x. End of proof of (1).

Proof of (2): This follows because, in Definition 31.7, the power

series for sin involves only odd powers of x. End of proof of (2).

Proof of (3): We have

sin p pπ{2q ´ x q “ r sin pπ{2q s rcos p´xqs ` r cos pπ{2q s r sinx s

“ r 1 s rcosxs ` r 0 s r sinx s “ cosx.

End of proof of (3).

Proof of (4): We have

cos p π ` x q “ r cos π s rcosxs ´ r sin π s r sinx s

“ r´1 s rcosxs ´ r 0 s r sinx s “ ´ pcosxq.

End of proof of (4).

Proof of (5): We have

sin p π ` x q “ r sin π s rcosxs ` r cosπ s r sinx s

“ r 0 s rcosxs ` r´1 s r sinx s “ ´ psinxq.

End of proof of (5). �

For all x P R, we have

sin p 2π ` x q “ sin p π ` π ` x q “ ´ r sin pπ ` x q s

“ ´ r´ p sinx q s “ sinx and

cos p 2π ` x q “ cos p π ` π ` x q “ ´rcos p π ` x qs

“ ´ r´ p cosx q s “ cosx.
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By the Principle of Mathematical Induction, we conclude:

(1) @j P N, cos p2jπq “ 1,

(2) @j P N, sin p2jπq “ 0,

(3) @j P N, cos pp2j ´ 1qπq “ ´1 and

(4) @j P N, sin pp2j ´ 1qπq “ 0,

Assigned HW#3-5.

Define f : R 99K R by fpxq “ rx2srsinpx´3qs. Let β :“ adj00f .

According to HW#3-5, we have β1p0q “ 1. In particular, 0 P domrβ1s.

Since β “ f on Rˆ0 , by HW#3-4, we see that β1 “ f 1 on Rˆ0 . Then, for

all x P Rˆ0 , we have

β1pxq “ f 1pxq “ “ r2xs rsinpx´3qs ` r3x´2s rcospx´3qs.

In particular, Rˆ0 Ď domrβ1s. So, as 0 P domrβ1s, we get domrβ1s “ R.

Define p P RN by pj “ p2jπq
´1{3. For all j P N, we have 0 ă pj ă 1 and

p´3j “ 2jπ and sin pp´3j q “ 0 and cos pp´3j q “ 1, and so

β1ppjq “ r2pjs r0s ´ r3p´2j s r1s “ ´3p´2j ă ´3.

Define q P RN by qj “ pp2j´1qπq´1{3. For all j P N, we have 0 ă qj ă 1

and q´3j “ p2j ´ 1qπ and sin pq´3j q “ 0 and cos pq´3j q “ ´1, and so

β1pqjq “ r2qjs r0s ´ r3q´2j s r´1s “ 3q´2j ą 3.

Since ( p‚ Ñ 0 in R ) and ( q‚ Ñ 0 in R ) and

p β1ppjq ă ´3 q and p β1pqjq ą 3 q,

we get lim
0
β1 “ /. Thus, the function β1 is NOT continuous at 0, even

though β1 is defined at every real number, and, in particular, at 0.

32. Class 6 on 1 February 2018, Th of Week 3

LEMMA 32.1. Let f : R 99K R. Let p P domrf 1s. Assume f 1ppq ą 0.

Then DU P NRp0q s.t. pSSpf q˚pUq ą 0

Proof. By Lemma 31.4, SSpf Ñ f 1ppq near 0. Let φ :“ SSpf and let

q :“ f 1ppq. Then φÑ q near 0. Also, 0 R domrSSpf s “ domrφs.

We have q “ f 1ppq ą 0. By HW#3-2 (with p replaced by 0 and

U by Uˆ), choose Uˆ P Nˆ
R p0q s.t. φ˚pUˆq ą 0. Let U :“ Uˆ Y t0u.

Then U P NRp0q. We wish to show: pSSpf q˚pUq ą 0.

Since 0 R domrφs, we conclude that U X pdomrφsq “ Uˆ X pdomrφsq.

Then φ˚pUq “ φ˚pUˆq. Then pSSpf q˚pUq “ φ˚pUq “ φ˚pUˆq ą 0. �
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Geometrically, Lemma 32.1 says that, for any f : R 99K R, for any

p P domrf 1s, if the tangent line to f at p runs uphill, then all the nearby

secant lines to f at p will also run uphill. In the next lemma, we will

show that it does NOT follow that, on some neighborhood of p, f is

semiincreasing. (However, we will use β in place of f .)

LEMMA 32.2. There is a function β : RÑ R such that

(1) β1p0q “ 1 and

(2) @U P NRp0q, β|U is NOT semiincreasing.

Proof. Let f : Rˆ0 Ñ R be defined by fpxq “ x ` rx2srsinpx´3qs. Let

β :“ adj00f . Then β : R Ñ R. Define α, γ : R Ñ R by αpxq “ x ´ x2

and γpxq “ x ` x2. Then α ď β ď γ on R and α1p0q “ 1 “ γ1p0q. So,

by HW#3-3, we see that β1p0q “ 1, which shows that (1) is true. It

remains to show that (2) is true. Let U P NRp0q be given. We wish

to show: β|U is NOT semiincreasing. Assume: β|U is semiincreasing.

We aim for a contradiction.

As BRp0q is a neighborhood base at 0 in R and as U P NRp0q, choose

r ą 0 s.t. BRp0, rq Ď U . We have 0 P domrβ1s. Since β “ f on Rˆ0 ,

by HW#3-4, we conclude that β1 “ f 1 on Rˆ0 . Then, for all x P Rˆ0 ,

β1pxq “ f 1pxq “ 1 ` r2xs rsinpx´3qs ` r3x´2s rcospx´3qs.

In particular, Rˆ0 Ď domrβ1s. So, as 0 P domrβ1s, we get domrβ1s “ R.

By the Archimedean Principle, choose j P N s.t. j ą r´3{p2πq. Let

p “ p2jπq´1{3. Then p ă r. Also, 0 ă p ď p2πq´1{3 ă 1. Since

p ă 1, we get p´2 ą 1, and so ´3p´2 ă ´3. Also, p´3 “ 2jπ, and so

sin pp´3q “ 0 and cos pp´3q “ 1. Then

β1ppq “ 1 ` r2ps r0s ´ r3p´2s r1s “ 1 ´ 3p´2 ă 1´ 3 ă 0.

Then β1ppq ă 0. Let y :“ β1ppq. Then y ă 0. Let ε :“ ´y. Then ε ą 0.

We have lim
0
pSSpβq “ β1ppq “ y, and so SSpβ Ñ y near 0. Choose δ ą 0

s.t., @h P domrSSpβs,

r |h ´ 0 | ă δ s ñ r | r pSSpβqphq s ´ y | ă ε s.

We have ´r ă 0 ă p ă r. Then p P p´r, rq “ BRp0, rq, so, by the

Recentering Down Lemma (Lemma 14.2), choose η ą 0 s.t. BRpp, ηq Ď

BRp0, rq. Let h :“ r1{2srmintη, δus. Then h ą 0 and |h| ă η and

|h| ă δ. Since h ą 0, it follows that h P Rˆ0 . Since domrβs “ R, we get

domrSSpβs “ rR ´ psˆ0 “ Rˆ0 . Then h P R0
ˆ “ domrSSpβs and |h| ă δ.
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Then, by the choice of δ, we get |rpSSpβqphqs ´ y| ă ε. Equivalently, we

have y´ε ă pSSpβqphq ă y`ε. Then pSSpβqphq ă y`ε “ y`p´yq “ 0.

As |pp` hq ´ p| “ |h| ă η, we get p` h P BRpp, ηq. Then

p , p` h P BRpp, ηq Ď BRp0, rq Ď U.

So, as β|U is semiincreasing and as p ă p` h, we get βppq ď βpp` hq.

Then rβpp ` hqs ´ rβppqs ě 0. Then, as h ą 0, we get pSSpβqphq ě 0.

Then 0 ď pSSpβqphq ă 0, so 0 ă 0. Contradiction. �

We next reivew the proof of the Product Rule and Chain Rule. After

that, we will give a proof of the Quotient Rule.

DEFINITION 32.3. For any object a, for any set S, by a ˚P S, we

mean: [ ( a “ / ) or ( a P S ) ].

For all a, a1, b, b1
˚P R, we have

a1b1 ´ ab “ pa1 ´ aq b ` a pb1 ´ bq `

pa1 ´ aq pb1 ´ bq.

Setting 4pabq “ a1b1 ´ ab, 4a :“ a1 ´ a and 4b :“ b1 ´ b, we have:

4pabq “ p4aq b ` a p4bq `
p4aq p4bq.

Note the similarity to the product rule, but with the (perhaps) unex-

pected term p4aq p4bq. The formulas above are versions of the pre-

calculus product rule, as are the three formulas in the next remark:

REMARK 32.4. Let f, g : R 99K R and let p P R. Then

(1) @h P R,

pfgqTp phq “ rfTp phqs rgppqs ` rfppqs rgTp phqs `

rfTp phqs rg
T
p phqs.

(2) @h P Rˆ0 ,

pSSpfgqphq “ rpSSpf qphqs rgppqs ` rfppqs rpSSpg qphqs `

rpSSpf qphqs rpSS
p
g qphqs rhs.

(3) SSpfg “ rSS
p
f srC

gppq
R s ` rC

fppq
R srSSpg s ` rSS

p
f srSS

p
g sridRs.
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Proof. Proof of (1): Let h P R be given. We wish to prove

pfgqTp phq “ rfTp phqs rgppqs ` rfppqs rgTp phqs `

rfTp phqs rg
T
p phqs.

By Definition 25.21,

pfgqTp phq “ rfpp` hqs rgpp` hqs ´ rfppqs rgppqs

fTp phq “ rfpp` hqs ´ rfppqs

gTp phq “ rgpp` hqs ´ rgppqs.

Let a :“ fppq, b :“ gppq, a1 :“ fpp` hq, b1 :“ gpp` hq. Then

pfgqTp phq “ a1 b1 ´ a b

fTp phq “ a1 ´ a

gTp phq “ b1 ´ b.

So, since

a1b1 ´ ab “ pa1 ´ aq b ` a pb1 ´ bq `

pa1 ´ aq pb1 ´ bq,

it follows that

pfgqTp phq “ rfTp phqs rgppqs ` rfppqs rgTp phqs `

rfTp phqs rg
T
p phqs,

as desired. End of proof of (1).

Proof of (2): Unassigned HW. Hint: Take the formula in (1) and

divide by h. Note that in the third term on the right hand side, we end

up dividing by h twice and multiplying by h once. End of proof of (2).

Proof of (3): Let L :“ SSpfg and let

R :“ rSSpf srC
gppq
R s ` rC

fppq
R srSSpg s ` rSS

p
f srSS

p
g sridRs.

We wish to show that L “ R. Since Rˆ0 is a common superdomain for

L and R, it suffices to show, for all h P Rˆ0 , that Lphq “ Rphq. Let

h P Rˆ0 be given. We wish to show: Lphq “ Rphq.

By (2), we have

pSSpfgqphq “ rpSSpf qphqs rgppqs ` rfppqs rpSSpg qphqs `

rpSSpf qphqs rpSS
p
g qphqs rhs.
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Then

Lphq “ pSSpfgqphq “ rpSSpf qphqs rgppqs ` rfppqs rpSSpg qphqs `

rpSSpf qphqs rpSS
p
g qphqs rhs “ Rphq,

as desired. End of proof of (3). �

We next reprove the Product Rule.

THEOREM 32.5. Let f, g : R 99K R and let p P LPDRpfgq. Then

we have: pfgq1ppq “˚ rf 1ppqs rgppqs ` rfppqs rg1ppqs.

Proof. Let L :“ pfgq1ppq and let R :“ rf 1ppqsrgppqs ` rfppqsrg1ppqs.

Want: L “˚ R. That is, want: rR ‰ /s ñ rL “ Rs. Assume: R ‰ /.

Want: L “ R. That is, want: pfgq1ppq “ R. As p P LPDRpfgq, by ð

of (2) of Remark 31.3, it suffices to show: SSpfg Ñ R near 0.

SinceR ‰ /, it follows that f 1ppq ‰ / ‰ g1ppq. Then p P domrpf 1, g1qs.

Then, by Lemma 31.4, we see both that SSpf Ñ f 1ppq near 0 and

that SSpg Ñ g1ppq near 0. By (3) of Remark 32.4, we conclude that

SSpfg “ rSS
p
f srC

gppq
R s ` rC

fppq
R srSSpg s ` rSS

p
f srSS

p
g sridRs. We have

SSpf Ñ f 1ppq near 0,

C
gppq
R Ñ gppq near 0,

C
fppq
R Ñ fppq near 0,

SSpg Ñ g1ppq near 0 and

idR Ñ 0 near 0.

Then SSpfg Ñ rf 1ppqsrgppqs ` rfppqsrg1ppqs ` rf 1ppqsrg1ppqsr0s near 0.

So, since R “ rf 1ppqsrgppqs ` rfppqsrg1ppqs ` rf 1ppqsrg1ppqsr0s, we get

SSpfg Ñ R near 0, as desired. �

Our next focus is on the Chain Rule.

Recall: Let W be a normed vector space, let g : R 99K W and let

p P domrg1s. Then STSpg :“ adj
g1ppq
0 pSSpg q. That is, STSpg is obtained

from SSpg by “removing the discontinuity at 0”. In particular, STSpg is

continuous at 0. Since STSpg “ adj
g1ppq
0 pSSpg q. by definition of adj, we

see, for all h P R, that

pSTSpg qphq “

#

pSSpg qphq, if h ‰ 0

g1ppq, if h “ 0.
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Note: For any normed vector space W , for any g : R 99K W , for any

object p, if p R domrg1s, then STSpg “ /.

In the next proof, keep in mind both of the following:

‚ @a ˚P R, @b P R, b` a´ b “ a.

‚ @a, c ˚P R, @b P Rˆ0 , a{c “ pa{bqpb{cq.

The next lemmas is the Precalculus Chain Rule:

LEMMA 32.6. Let f, g : R 99K R, p P domrf s, h P Rˆ0 , q :“ fppq,

k :“ fTp phq. Assume k ‰ 0. Then pSSpg˝f qphq “ rpSS
q
gqpkqsrpSS

p
f qphqs.

Proof. Since p P domrf s, we have fppq P imrf s Ď R. We have q “ fppq

and k “ fTp phq “ rfpp` hqs ´ rfppqs. Then q` k “ fpp` hq. We have

pSSpf qphq “
rfpp` hqs ´ rfppqs

h
“

k

h
.

Then

pSSpg˝f qphq “
rpg ˝ fqpp` hqs ´ rpg ˝ fqppqs

h

“
rgpfpp` hqqs ´ rgpfppqqs

h

“
rgpq ` kqs ´ rgpqqs

h

“

„

rgpq ` kqs ´ rgpqqs

k

 „

k

h



“ rpSSqgqpkqsrpSS
p
f qphqs,

as desired. �

The next lemma is the Semicalculus Chain Rule:

LEMMA 32.7. Let f, g : R 99K R, p P domrf s, q :“ fppq. Assume

that g is differentiable at q. Then SSpg˝f “ rpSTS
q
gq ˝ pf

T
p qs ¨ rSS

p
f s.

Proof. Let L :“ SSpg˝f and let R :“ rpSTSqgq ˝ pf
T
p qs ¨ rSS

p
f s. We wish

to show: L “ R. Since Rˆ0 is a common superdomain for L and R, it

suffices to show: @h P Rˆ0 , Lphq “ Rphq. Let h P Rˆ0 be given. We

wish to show Lphq “ Rphq.

Let k :“ fTp phq. One of the following must be true:

(1) k ‰ 0 or

(2) k “ 0.
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Case 1: By Lemma 32.6, pSSpg˝f qphq “ rpSS
q
gqpkqsrpSS

p
f qphqs. Since

k ‰ 0, we get pSTSqgqpkq “ pSS
q
gqpkq. Then

Lphq “ pSSpg˝f qphq “ rpSSqgqpkqs rpSS
p
f qphqs

“ rpSTSqgqpkqs rpSS
p
f qphqs

“ rpSTSqgqpf
T
p phqqs rpSS

p
f qphqs

“ rppSTSqgq ˝ pf
T
p qqphqqs rpSS

p
f qphqs

“ p rpSTSqgq ˝ pf
T
p qs ¨ rSS

p
f s q phq “ Rphq,

as desired. End of Case 1.

Case 2: As p P domrf s, we get fppq P imrf s Ď R. As g is differen-

tiable at q, we get q P domrg1s. Then fppq “ q P domrg1s Ď domrgs.

Then gpfppqq P imrgs Ď R. We have

rfpp` hqs ´ rfppqs “ fTp phq “ k “ 0.

Then fpp` hq “ fppq P R. Then gpfpp` hqq “ gpfppqq P R. Then

rgpfpp` hqqs ´ rgpfppqqs “ 0.

We calculate

Lphq “ pSSpg˝f qphq “
rpg ˝ fqpp` hqs ´ rpg ˝ fqppqs

h

“
rgpfpp` hqqs ´ rgpfppqqs

h
“

0

h
“ 0.

By definition of STSqg , we have pSTSqgqp0q “ g1pqq. Since q P domrg1s,

we get g1pqq P imrg1s Ď R. Then, as h P Rˆ0 , we get rg1pqqsr0{hs “ 0.

Since k “ 0, we have pSTSqgqpkq “ pSTS
q
gqp0q. Then

Rphq “ rpSTSqgqpkqs rpSS
p
f qphqs

“ rpSTSqgqp0qs

„

rfpp` hqs ´ rfppqs

h



“ rg1pqqs

„

0

h



“ 0.

Then Lphq “ 0 “ Rphq, as desired. End of Case 2. �

The next result is called the Chain Rule.

THEOREM 32.8. Let f, g : R 99K R and let p P LPDRpg ˝ fq. Then

we have: pg ˝ fq1ppq “˚ rg1pfppqqs rf 1ppqs.
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Proof. Let L :“ pg ˝ fq1ppq and R :“ rg1pfppqqsrf 1ppqs. Want: L “˚ R.

That is, want: rR ‰ /s ñ rL “ Rs. Assume: R ‰ /. Want: L “ R.

That is, want: pg ˝ fq1ppq “ R. As p P LPDRpg ˝ fq, by ð of (2)

of Remark 31.3, it suffices to show: SSpg˝f Ñ R near 0. Let q :“ fppq.

Then R “ rg1pqqs ¨ rf 1ppqs. Want: SSpg˝f Ñ rg1pqqs ¨ rf 1ppqs near 0.

Since rg1pqqs ¨ rf 1ppqs “ R ‰ /, we see that g1pqq ‰ / ‰ f 1ppq. That

is, we have: both ( q P domrg1s ) and ( p P domrf 1s ). That is, we have:

both ( g is differentiable at q ) and ( f is differentiable at p ). By the

Semicalculus Chain Rule (Lemma 32.7), SSpg˝f “ rpSTS
q
gq˝pf

T
p qs¨rSS

p
f s.

It therefore suffices to show both of the following

pSTSqgq ˝ pf
T
p q Ñ g1pqq near 0 and

SSpf Ñ f 1ppq near 0.

By Lemma 31.4, we conclude that SSpf Ñ f 1ppq near 0. It remains to

show: pSTSqgq ˝ pf
T
p q Ñ g1pqq near 0.

Since f is differentiable at p, by Theorem 26.17, f is continuous

at p. Then, by ñ of Fact 26.16, fTp is continuous at 0. That is,

fTp Ñ fTP p0q near 0. So, since fTp p0q “ 0, we see that fTp Ñ 0 near 0.

So, since STSqg is continuous at 0, by Fall Semester HW#60, we see

that pSTSqgq ˝ pf
T
p q Ñ pSTSqgqp0q near 0. So, since pSTSqgqp0q “ g1pqq,

we get pSTSqgq ˝ pf
T
p q Ñ g1pqq near 0, as desired. �

Our next focus is on the Quotient Rule.

We first need the derivative of reciprocation:

LEMMA 32.9. Define r : RÑ R by rpxq “ 1{x. Then r1 “ ´r2.

Proof. We have both

p domrr1s Ď domrrs “ Rˆ0 q and p domr´r2s “ domrrs “ Rˆ0 q.

Then Rˆ0 is a common superdomain for both r1 and ´r2. It therefore

suffices to show: @p P Rˆ0 , r1ppq “ p´r2qppq. Let p P Rˆ0 be given. We

wish to show: r1ppq “ p´r2qppq. We have p´r2qppq “ ´rrppqs2 “ ´p´2.

We wish to show: r1ppq “ ´p´2.

We have LPDRr “ LPRpdomrrsq “ LPRpRˆ0 q “ R. Then

p P Rˆ0 Ď R “ LPDRr,

so, by ð of (2) of Remark 31.3, we want: SSpr Ñ ´p´2 near 0.
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Let the function τ : Rˆ0 Ñ R be defined by τphq “ p ` h. Then

τp0q “ /, but τ Ñ p near 0. For all h P Rˆ0 , we have

pSSpr qphq “
rrpp` hqs ´ rrppqs

h
“

1

h

„

1

p` h
´

1

p



“
1

h

„

p´ pp` hq

pp` hqp



“
1

h

„

´h

pp` hqp



“ ´
1

rp` hs ¨ rps
“ ´

1

rτphqs ¨ rCp
Rphqs

“

ˆ

´
1

τ ¨ Cp
R

˙

phq.

So, as Rˆ0 is a common superdomain for SSpf and ´
1

τ ¨ Cp
R

, we get

SSpf “ ´
1

τ ¨ Cp
R

. So, as ´p´2 “ ´
1

p2
, we want: ´

1

τ ¨ Cp
R
Ñ ´

1

p2
near 0.

Since ( τ Ñ p near 0 ) and ( Cp
R Ñ p near 0 ) and ( p P Rˆ0 ), it

follows that ´
1

τ ¨ Cp
R
Ñ ´

1

p2
near 0, as desired. �

We will prove the Quotient Rule in the next class.

33. Class 7 on 6 February 2018, Tu of Week 4

Assigned HW 4-1.

Recall: Let f be a function. Then, for any set A,

f˚pAq :“ tfpxq |x P AX pdomrf squ and

f˚pAq :“ tx P domrf s | fpxq P Au.

Also, for any set S of sets,

f˚˚pSq :“ tf˚pAq |A P Su and

f˚˚pSq :“ tf˚pAq |A P Su.

FACT 33.1. Let f be a function. Let S be a set of sets. Then

(1) f˚ p
Ť

S q “
Ť

r f˚˚ pS q s,
(2) f˚ p

Ť

S q “
Ť

r f˚˚ pS q s and

(3) f˚ p
Ş

S q “
Ş

r f˚˚ pS q s.

Proof. Omitted. �

FACT 33.2. Let f be a function. Let A and B be sets. Then
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f˚ pAzB q “ r f˚ pA q s z r f˚ pB q s.

Proof. Omitted. �

Let f be a 1-1 function. Then f˚ is the same as pf´1q˚ and f˚˚ is

the same as pf´1q˚˚. Consequently, for any set S of sets we have:

f˚ p
Ş

S q “
Ş

r f˚˚ pS q s.
Also, for any sets A and B, we have

f˚ pAzB q “ r f˚ pA q s z r f˚ pB q s.

If, in the last paragraph, we drop the assumption that f is 1-1, then

neither formula is correct, and we gave examples to show why.

THEOREM 33.3. Let X, Y be topological spaces, let f : X ãÑą Y

be a homeomorphism and let S Ď X. Then

(1) f˚ p IntXS q “ IntY p f˚pSq q,

(2) f˚ pClXS q “ ClY p f˚pSq q,

(3) f˚ p IsolXS q “ IsolY p f˚pSq q and

(4) f˚ pLPXS q “ LPY p f˚pSq q.

Proof. Proof of (1): Let

A :“ tU Ď S |U is open in Xu and

B :“ tV Ď f˚pSq |V is open in Y u.

Then
Ť

A “ IntXS and
Ť

B “ IntY pf˚pSq.

We have: @U P A, f˚pUq P B. Then f˚˚pAq Ď B. We have: @V P B,

f˚pV q P A. Then f˚˚pBq Ď A. Then f˚˚pf
˚˚pBqq Ď f˚˚pAq. So, since

f˚˚pf
˚˚pBqq “ B, we get B Ď f˚˚pAq. So, since f˚˚pAq Ď B, we get

f˚˚pAq “ B. Then
Ť

rf˚˚pAqs “
Ť

B. So, since
Ť

rf˚˚pAqs “ f˚p
Ť

Aq,
we get f˚p

Ť

Aq “
Ť

B. So, since
Ť

A “ IntXS and
Ť

B “ IntY pf˚pSq,

we get f˚pIntXSq “ IntY pf˚pSqq, as desired. End of proof of (1).

Proof of (2): Unassigned HW. End of proof of (1).

Proof of (3): Unassigned HW. End of proof of (3).

Proof of (4): Unassigned HW. End of proof of (4). �

DEFINITION 33.4. For all S P R, ´S :“ t´x |x P Su.

Assigned HW#4-2.

Define r : R 99K R by rpxq “ 1{x. Recall (Lemma 32.9): r1 “ ´r2.

We explained:
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(1) @a, b ˚P R, both a ¨

ˆ

1

b

˙

“
a

b
“
ba

b2
and a` p´bq “ a´ b,

and (2) @a, b, c ˚P R, both
a

c
´
b

c
“
a´ b

c
and a ¨

ˆ

´
1

b

˙

¨ c “ ´
ac

b
.

THEOREM 33.5. Let f, g : R 99K R. Let p P LPDRpf{gq. Then
ˆ

f

g

˙1

ppq “
˚ rgppqs rf 1ppqs ´ rfppqs rg1ppqs

rgppqs2
.

Proof. Define r : R 99K R by rpxq “ 1{x. By Lemma 32.9, r1 “ ´r2.

Let γ :“ r ˝ g. Then f{g “ pfq ¨ p1{gq “ pfq ¨ pr ˝ gq “ fγ.

Since p P LPDRpf{gq “ LPDRpfγq, by the Product Rule (Theo-

rem 32.5), we have pfγq1ppq “˚ rf 1ppqsrγppqs ` rfppqsrγ1ppqs.

We have γppq “ rpgppqq “
1

gppq
.

Since domrfγs Ď domrγs, we see that LPDRpfγq Ď LPDRγ. Since

p P LPDRpfγq Ď LPDRγ Ď LPDRpr ˝ gq, by the Chain Rule (Theo-

rem 32.8), we have pr ˝ gq1ppq “˚ rr1pgppqqsrg1ppqs. Then

γ1ppq “ pr ˝ gq1ppq “˚ rr1pgppqqs rg1ppqs

“ rp´r2qpgppqqs rg1ppqs “

„

´
1

rgppqs2



rg1ppqs

Then
ˆ

f

g

˙1

ppq “ pfγq1ppq “˚ rf 1ppqsrγppqs ` rfppqsrγ1ppqs

“˚ rf 1ppqs

„

1

gppq



` rfppqs

„

´
1

rgppqs2



rg1ppqs

“
rgppqsrf 1ppqs

rgppqs2
´
rfppqsrg1ppqs

rgppqs2

“
rgppqsrf 1ppqs ´ rfppqsrg1ppqs

rgppqs2
,

as desired. �

This completes our basic results about differentiation, including

‚ linearity of differentiation,

‚ the Product Rule

‚ the Chain Rule

‚ the Quotient Rule.

We now turn our attention to a new topic: Optimization.
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DEFINITION 33.6. For any f , by f is a functional, we mean:

p f is a function q and p imrf s Ď R q.

DEFINITION 33.7. Let f be a functional and let p P R. By f has

a maximum at p, we mean:

p p P domrf s q and p fppq ě imrf s q.

By f has a minimum at p, we mean:

p p P domrf s q and p fppq ď imrf s q.

By f has an extremum at p, we mean:

p f has a maximum at p q or p f has a minimum at p q.

DEFINITION 33.8. Let X be a top. space, f : X 99K R, p P X.

By f has a local maximum at p in X, we mean: DV P NXppq s.t.

p V Ď domrf s q and p fppq ě f˚pV q q.

By f has a local minimum at p in X, we mean: DV P NXppq s.t.

p V Ď domrf s q and p fppq ď f˚pV q q.

By f has an local extremum at p in X, we mean:

p f has a local maximum at p q or p f has a local minimum at p q.

We sometimes omit “in X” if the choice of X is clear.

Recall: Let X be a toplogical space and let p P X. By (2) of Re-

mark 16.3, any superset of a neighborhood of p is again a neighborhood

of p.

REMARK 33.9. Let X be a topological space, f : X 99K R, p P X.

Assume that f has a local extremum at p in X. Then

(1) domrf s P NXppq,

(2) p P IntXpdomrf sq and

(3) p @z P X, tzu is not open in X q ñ p p P LPDXf q.

Proof. Proof of (1): Since f has a local extremum at p in X, it follows

that: DV P NXppq such that V Ď domrf s. Then, by (2) of Remark 16.3,

we conclude that domrf s P NXppq, as desired. End of proof of (1).

Proof of (2): Let S :“ domrf s. We wish to show: p P IntXS.

By (1) of Remark 33.9, S P NXppq. Then by ð of HW#3-1, p P

IntXS, as desired. End of proof of (2).
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Proof of (3): Assume: @z P X, tzu is not open in X. We wish

to show: p P LPDXf . Let S :“ domrf s. Then LPDXf “ LPXS.

We wish to show: p P LPXS.

By (2) of Remark 33.9, we have p P IntXS. By Remark 31.1, we have

IntXS Ď LPXS. Then p P IntXS Ď LPXS. End of proof of (3). �

We drew a graph of a function R 99K R and identified and classified

several extrema and local extrema. We observed that a local extremum

need not be an extremum. We drew a closed line segment in the plane

that was neither horizontal nor vertical. This line segment is the graph

of a function f whose domain is a closed interval I. We observed that

f has extrema at each endpoint I, but that f has no local extrema

in R. Note: the endpoints of I are local extrema of f in domrf s.

REMARK 33.10. Let X be a topological space, let f : X 99K R and

let p P IntXpdomrf sq. Assume: f has a maximum at p. Then: f has a

local maximum at p.

Proof. Let V :“ domrf s. Then p P IntXpdomrf sq “ IntXV . So, by ñ

of HW#3-1, we have V P NXppq. By Definition 33.7, fppq ě imrf s.

Then fppq ě imrf s “ f˚pdomrf sq “ f˚pV q. Then, by Definition 33.8,

f has a local maximum at p. �

REMARK 33.11. Let X be a topological space, let f : X 99K R and

let p P IntXpdomrf sq. Assume: f has a minimum at p. Then: f has a

local minimum at p.

Proof. Let V :“ domrf s. Then p P IntXpdomrf sq “ IntXV . So, by ñ

of HW#3-1, we have V P NXppq. By Definition 33.7, fppq ď imrf s.

Then fppq ď imrf s “ f˚pdomrf sq “ f˚pV q. Then, by Definition 33.8,

f has a local minimum at p. �

REMARK 33.12. Let X be a topological space, let f : X 99K R and

let p P IntXpdomrf sq. Assume: f has an extremum at p. Then: f has

a local extremum at p.

Proof. Unassigned HW. �

THEOREM 33.13. Let a, b P R. Assume a ă b. Let f : ra, bs Ñ R
be continuous. Assume that fpaq “ fpbq. Then there exists c P pa, bq

such that f has an extremum at c.
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Proof. By the Extreme Value Theorem (Theorem 25.16), we know that

f has a maximum and a minimum, so choose p P ra, bs such that f has

a minimum at p and choose q P ra, bs such that f has a maximum at q.

Then at least one of the following must hold:

(1) p R ta, bu or

(2) q R ta, bu or

(3) tp, qu Ď ta, bu.

Case (1): We have p P ra, bszta, bu “ pa, bq. Let c :“ p. We wish to

show f has an extremum at c.

Since f has a minimum at p and c “ p, it follows that f has a

minimum at c. Then f has an extremum at c. End of Case (1).

Case (2): We have q P ra, bszta, bu “ pa, bq. Let c :“ q. We wish to

show f has an extremum at c.

Since f has a maximum at q and c “ p, it follows that f has a

maximum at c. Then f has an extremum at c. End of Case (2).

Case (3): Let c :“ pa ` bq{2. Then c P pa, bq. We wish to show: f

has an extremum at c.

Since tp, qu Ď ta, bu, we get f˚ptp, quq Ď f˚pta, buq. Let z :“ fpaq.

By assumption, fpaq “ fpbq. Then z “ fpbq. Then

f˚ p ta, bu q “ t fpaq , fpbq u “ tzu.

Then f˚ptp, quq Ď f˚pta, buq “ tzu. Then fppq “ z “ fpqq. By choice

of p and q, we have fppq ď imrf s ď fpqq. Then z ď imrf s ď z.

Then imrf s “ tzu. Since fpcq P imrf s “ tzu, we get fpcq “ z. Then

imrf s ď z “ fpcq. Then f has a maximum at c. Then f has an

extremum at c, as desired. End of Case (3). �

REMARK 33.14. Let S P NRp0q. Then Dh ą 0 s.t. h P S.

Proof. Since BRp0q is a neighborhood base at 0 in R, choose A P BRp0q

such that A Ď S. Choose δ ą 0 such that A “ BRp0, δq. Let h :“ δ{2.

Then h ą 0, and we wish to show: h P S.

We have h “ δ{2 P p0, δq Ď p´δ, δq “ BRp0, δq “ A Ď S. �

LEMMA 33.15. Let f : R 99K R and let p P domrf 1s. Assume that f

has a local maximum at p. Then f 1ppq ď 0.

Proof. Assume f 1ppq ą 0. We aim for a contradiction.

By Lemma 32.1, choose U P NRp0q s.t. pSSpf q˚pUq ą 0.
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By assumption, f has a local maximum at p. Choose V P NRppq s.t.

p V Ď domrf s q and p fppq ě f˚pV q q.

Since V P NRppq, we get V ´ p P NRp0q. Then, as U P NRp0q, we

get U X pV ´ pq P NRp0q. Let S :“ U X pV ´ pq. Then S P NRp0q,

so, by Remark 33.14, choose h ą 0 such that h P S. We then have

h P S “ U X pV ´ pq Ď V ´ p. Then p ` h P V Ď domrf s. Then

fpp` hq P f˚pV q ď fppq. Let φ :“ SSpf . We have

φphq “ pSSpf qphq “
rfpp` hqs ´ rfppqs

h
.

So, since p` h P domrf s, since p P domrf 1s Ď domrf s and since h ‰ 0,

we get h P domrφs. Also, since fpp`hq ď fppq and since h ą 0, we get

φphq “
rfpp` hqs ´ rfppqs

h
ď 0.

As h P domrφs and as h P S “ U X pV ´ pq Ď U , we get φphq P φ˚pUq.

Then 0 ě φphq P φ˚pUq “ pSS
p
f q˚pUq ą 0, so 0 ą 0. Contradiction. �

LEMMA 33.16. Let f : R 99K R and let p P domrf 1s. Assume that f

has a local maximum at p. Then f 1ppq “ 0.

Proof. By Lemma 33.15, f 1ppq ď 0. We wish to show: f 1ppq ě 0.

Define λ : R Ñ R by λpxq “ ´x. By HW#4-1, λ1 “ C´1R . Let

f0 :“ f ˝ λ and let p0 :“ λppq. By HW#4-3, we see that f0 has a

local maximum at p0. Since domrf0s “ ´pdomrf sq, by HW#4-2, we

get LPRpdomrf0sq “ ´pLPRpdomrf sqq. That is LPDRf0 “ ´pLPDRfq.

By (3) of Remark 33.9, p P LPDRf . Then

p0 “ ´p P ´pLPDRfq “ LPDRf0 “ LPDRpf ˝ λq.

By the Chain Rule (Theorem 32.8), pf ˝ λq1pp0q “
˚ rf 1pλpp0qqsrλ

1pp0qs.

So, since f ˝ λ “ f0, since λpp0q “ ´p0 “ p and since λ1pp0q “ ´1, we

get f 10pp0q “
˚ ´rf 1ppqs. Since p P domrf 1s, we get ´rf 1ppqs ‰ /. Then

f 10pp0q “ ´rf
1ppqs ‰ /. Then p0 P domrf 10s and f 1ppq “ ´rf 10pp0qs.

Since f0 has a local maximum at p0 and since p0 P domrf 10s, it follows,

from Lemma 33.15, that f 10pp0q ď 0. Then f 1ppq “ ´rf 10pp0qs ě 0. �

Assigned HW#4-3, HW#4-4 and HW#4-5.

The following is called Fermat’s Theorem:

THEOREM 33.17. Let f : R 99K R and let p P domrf 1s. Assume

that f has a local extremum at p. Then f 1ppq “ 0.
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Proof. This is HW#4-5. �

34. Class 8 on 8 February 2018, Th of Week 4

Let X and Y be topological spaces and let f : X 99K Y . Let S Ď X.

By f is continuous on S, we mean S Ď dctrf s, i.e., ( @p P S, f is

continuous at p ). Note that if S is continuous on S, then S Ď domrf s.

Let W be a normed vector space and let f : R 99K W . Let S Ď R.

By f is differentiable on S, we mean S Ď domrf 1s, i.e., ( @p P S,

f is differentiable at p ). Note that if S is differentiable on S, then

S Ď domrf s.

DEFINITION 34.1. Let W be a normed vector space, f : R 99K W
and S Ď R. Then f is c/d on S means:

p f is continuous on S q and p f is differentiable on IntRS q.

In Definition 34.1, the condition “f is continuous on S” is equivalent

to: S Ď dctrf s. As dctrf s Ď domrf s, it implies that S Ď domrf s.

In Definition 34.1, the condition “f is differentiable on IntRS” is

equivalent to: IntRS Ď domrf 1s.

DEFINITION 34.2. Let W be a normed vector space, f : R 99K W .

Then f is c/d means: f is c/d on domrf s.

We graphed the function f : R 99K R defined by fpxq “
?

1´ x2.

(The graph is the upper half of the unit circle about the origin in the

plane.) We noted that f is differentiable neither at ´1 nor at 1. We

explained why f is c/d.

Let W be a normed vector space. Then, for any c/d f, g : R 99K W ,

it is unassigned HW to show that f ` g is c/d. For any a P R, for any

f : R 99K W , it is unassigned HW to show that af is c/d. For any c/d

f : R 99K R, for any c/d g : R 99K W , it is unassigned HW to show

that g ˝ f is c/d.

For any f, g : R 99K R, it is unassigned HW to show that fg and

f{g are both c/d.

The following is called Rolle’s Theorem.

THEOREM 34.3. Let a, b P R. Assume a ă b. Let f : ra, bs Ñ R.

Assume f is c/d. Assume fpaq “ fpbq. Then Dc P pa, bq s.t. f 1pcq “ 0.

Proof. By Theorem 33.13, choose c P pa, bq such that f has an ex-

tremum at c. We wish to show: f 1pcq “ 0.



NOTES 1 257

We have c P pa, bq “ IntRpra, bsq “ IntRpdomrf sq. Then, by Re-

mark 33.12, f has a local extremum at c. Since f is c/d, we conclude

that IntRpdomrf sq Ď domrf 1s. Then c P IntRpdomrf sq Ď domrf 1s.

Then, by Fermat’s Theorem (Theorem 33.17), f 1pcq “ 0, as desired. �

DEFINITION 34.4. Let W be a vector space and let f : R 99K W .

The function DQf : Rˆ R 99K W is defined by

DQf pp, qq “
r fpqq s ´ r fppq s

q ´ p
.

Here, “DQ” stands for “difference quotient”.

Let W be a vector space and let f : R 99K W . The function DQf

is symmetric, i.e., @p, q P R, pDQf qpp, qq “ pDQf qpq, pq. Also, DQf

is undefined on the diagonal, i.e., @p P R, pDQf qpp, pq “ /. Also, we

have: @p, h P R, pSSpf qphq “ pDQf qpp, p` hq.

The next two results are precalculus results; they do not use limits

or differentiation. They both relate natural properties of a function

(injectivity, constancy, increasing, decreasing) to an understanding of

its secant slopes.

LEMMA 34.5. Let W be a vector space, f : R 99K W , D Ď domrf s,

S :“ pDQf qpD ˆDq. Then all of the following hold:

(1) p 0W R S q ô p f |D is 1-1 q and

(2) pS Ď t0W u q ô p f |D is constant q.

Proof. Unassigned HW. �

LEMMA 34.6. Let f : R 99K R, D Ď domrf s, S :“ pDQf q˚pDˆDq.

Then all of the following hold:

(1) pS ą 0 q ô p f |D is strictly increasing q,

(2) pS ě 0 q ô p f |D is semiincreasing q,

(3) pS ă 0 q ô p f |D is strictly decreasing q and

(4) pS ď 0 q ô p f |D is semidecreasing q,

Proof. Unassigned HW. �

In the next proof, we need linearity of differentiation, i.e., we need

both of the following two results: Let W be a normed vector space.

First, for all f, g : R 99K W , for all p P LPDRpf ` gq,

pf ` gq1ppq “
˚

rf 1ppqs ` rg1ppqs.
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Second, for all a P R, for all f : R 99K W , for all p P LPDRpafq,

pafq1ppq “
˚ a ¨ rf 1ppqs.

The first result is Theorem 26.19. The second one was never quite

state explcitly, but follows from the Product Rule (Theorem 32.5, with

f replaced by Ca
R and g by f).

The following is called Mean Value Theorem.

THEOREM 34.7. Let a, b P R. Assume a ă b. Let f : ra, bs Ñ R.

Assume f is c/d. Then Dc P pa, bq s.t. f 1pcq “ pDQf qpa, bq.

Proof. Let m :“ pDQf qpa, bq. Define λ : R Ñ R by λpxq “ mx. By

HW#4-1, λ1 “ Cm
R . Since λ is differentiable, λ is c/d. We have

m “ pDQf qpa, bq “
rfpbqs ´ rfpaqs

b´ a
,

so, multiplying by b ´ a, we get pb ´ aqm “ rfpbqs ´ rfpaqs. Then

mb ´ ma “ rfpbqs ´ rfpaqs, and so rfpaqs ´ ma “ rfpbqs ´ mb. Let

φ :“ f ´ λ. Note that domrφs “ ra, bs X R “ ra, bs. Also, as f and λ

are both c/d, we conclude that φ is c/d. Also,

φpaq “ rfpaqs ´ rλpaqs “ rfpaqs ´ma

“ rfpbqs ´mb “ rfpbqs ´ rλpbqs “ φpbq.

Then, by Rolle’s Theorem (Theorem 34.3, with f replaced by φ), choose

c P pa, bq s.t. φ1pcq “ 0. We wish to show: f 1pcq “ pDQf qpa, bq.

We have c P pa, bq Ď ra, bs “ LPRpra, bsq. Then

c P LPRpdomrφsq “ LPDRφ “ LPDRpf ´ λq.

Then pf ´ λq1pcq “˚ rf 1pcs ´ rλ1pcqs. So, because f ´ λ “ φ, we

conclude that φ1pcq “˚ rf 1pcs ´ rλ1pcqs. Since φ1pcq “ 0 and since

λ1pcq “ Cm
R pcq “ m, we get 0 “˚ rf 1pcs ´ m. As f is c/d, we have:

IntRpdomrf sq Ď domrf 1s. Then

c P pa, bq “ IntRpra, bsq “ IntRpdomrf sq Ď domrf 1s.

Then f 1pcq P imrf 1s Ď R. Then 0 “˚ rf 1pcs ´m ‰ /. It follows that

0 “ rf 1pcqs ´m. Then f 1pcq “ m “ pDQf qpa, bq, as desired. �

Our buzz phrase for the Mean Value Theorem (Theorem 34.7) is:

“Any secant slope is a tangent slope somewhere in between.” In Corol-

lary 34.10 below, we’ll see how useful this is. Basically, by studying



NOTES 1 259

the derivative, we get information about tangent slopes. This calcu-

lus information then translates into information about secant slopes,

which then, by Lemma 34.6, gives basic precalculus information about

the function. For example, we can now use calculus to figure out on

which intervals a function is increasing and decreasing, and then use

that to maximize or minimize the function. Since optimization is use-

ful even to a person who may not care about calculus, another buzz

phrase for the Mean Value Theorem might be, “Calculus is useful.”

FACT 34.8. Let W be a normed vector space and let f : R 99K W .

Let D Ď domrf s. Then all of the following hold:

(1) p f is continuous on D q ñ p f |D is continuous q,

(2) @x P IntRD, pf |Dq1pxq “ f 1pxq,

(3) p f is c/d q ñ p f |D is c/d q.

Proof. Proof of (1): True by Theorem 22.3. End of proof of (1).

Proof of (2): Let g :“ f |D, U :“ IntRD. We want: g1 “ f 1 on U .

By definition of restriction, g “ f on D. So, since U Ď D, we get:

g “ f on U . So, since U is an open subset of R, by HW#3-4, we

conclude that g1 “ f 1 on U , as desired. End of proof of (2).

Proof of (3): Assume that f is c/d. We wish to show: f |D is c/d.

Since f is c/d, it follows that f is continuous. So, since D Ď domrf s,

we see that f is continuous on D. Then, by (1) of Fact 34.8, we see that

f |D is continuous. It remains to show: f |D is differentiable on IntRD.

We wish to show: @x P IntRD, pf |Dq1pxq ‰ /. Let x P IntRD be given.

We wish to show: pf |Dq1pxq ‰ /.

Since D Ď domrf s, IntRD Ď IntRpdomrf sq. As f is c/d, we see that

f is differentiable on IntRpdomrf sq. So, as x P IntRD Ď IntRpdomrf sq,

we see that f is differentiable at x. That is, we have f 1pxq ‰ /.

By (2) of Fact 34.8, pf |Dq1pxq “ f 1pxq. Then pf |Dq1pxq “ f 1pxq ‰ /,

as desired. End of proof of (3). �

The next result is the Mean Value Inclusion. It says: “Along an

interval, any secant slope is a tangent slope from the interior.”

THEOREM 34.9. Let f : R Ñ R and let I be an interval. Assume

that f is c/d on I. Then pDQf q˚pI ˆ Iq Ď f 1˚pIntRIq.

Proof. Let φ :“ DQf . We wish to show: φ˚pI ˆ Iq Ď f 1˚pIntRIq. We

wish to show: @v P domrφs,

r v P I ˆ I s ñ r φpvq P f 1˚pIntRIq s.
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Let v P domrφs be given. We wish to show:

r v P I ˆ I s ñ r φpvq P f 1˚pIntRIq s.

Assume v P I ˆ I. We wish to show: φpvq P f 1˚pIntRIq.

Since v P I ˆ I, choose α, β P I s.t. v “ pα, βq. Since φ is symmetric,

we have φpα, βq “ φpβ, αq. We have pα, βq “ v P domrφs “ domrDQf s,

and it follows, from the definition of DQf , that α ‰ β.

Let a :“ mintα, βu and let b :“ maxtα, βu. Then a ă b. Also, either

pa, bq “ pα, βq or pa, bq “ pβ, αq. Then a, b P I and φpα, βq “ φpa, bq.

Since a, b P I and since I is an interval, it follows that ra, bs Ď I.

Let D :“ ra, bs. Then D Ď I, so IntRD Ď IntRI. Since f is c/d on

I, we see that I Ď dctrf s. Then D Ď I Ď dctrf s Ď domrf s. Let

g :“ f |D. Then, by (3) of Fact 34.8, g is c/d. By the Mean Value

Theorem (Theorem 34.7, with f replaced by g), choose c P pa, bq such

that g1pcq “ pDQgqpa, bq. By (2) of Fact 34.8, we have: @x P pa, bq,

g1pxq “ f 1pxq. Then g1pcq “ f 1pcq.

Since fpaq “ gpaq and fpbq “ gpbq, we get pDQf qpa, bq “ pDQgqpa, bq.

Then φpa, bq “ pDQf qpa, bq “ pDQgqpa, bq “ g1pcq. We have

c P pa, bq “ IntRp ra, bs q “ IntRD Ď IntRI.

As f is c/d on I, we get IntRI Ď domrf 1s. Then c P IntRI Ď domrf 1s.

Then f 1pcq P f 1˚pIntRIq. As v “ pα, βq, we get φpvq “ φpα, βq. Then

φpvq “ φpα, βq “ φpa, bq “ g1pcq “ f 1pcq P f 1˚pIntRIq, as desired. �

COROLLARY 34.10. Let f : R 99K R and let I be an interval.

Assume that f is c/d on I. Let T :“ f 1˚pIntRIq. Then all of the

following hold:

(1) p 0 R T q ñ p f |I is 1-1 q,

(2) p T Ď t0u q ô p f |I is constant q,

(3) p T ą 0 q ñ p f |I is strictly increasing q,

(4) p T ě 0 q ô p f |I is semiincreasing q,

(5) p T ă 0 q ñ p f |I is strictly decreasing q and

(6) p T ď 0 q ô p f |I is semidecreasing q.

Proof. Let S :“ pDQf q˚pI ˆ Iq.

Proof of (1): Assume: 0 R T . We wish to show: f |I is 1-1.

By the Mean Value Inclusion (Theorem 34.9), we get S Ď T . So,

since 0 R T , we get 0 R S. Then, by (1) of Lemma 34.5, f |I is 1-1, as

desired. End of proof of (1).
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Proof of (2): Proof of ñ: Assume: T Ď t0u. Want: f |I is constant.

By the Mean Value Inclusion (Theorem 34.9), we get S Ď T . Since

S Ď T Ď t0u, by (1) of Lemma 34.5, we conclude that f |I is constant,

as desired. End of proof of ñ.

Proof of ð: Unassigned HW. End of proof of ð. End of proof of (2).

Proof of (3): Assume: T ą 0. Want: f |I is strictly increasing.

By the Mean Value Inclusion (Theorem 34.9), we get S Ď T . Since

S Ď T ą 0, by (1) of Lemma 34.5, we conclude that f |I is strictly

increasing, as desired. End of proof of (3).

Proof of (4): Proof ofñ: Assume T ě0. Want: f |I is semiincreasing.

By the Mean Value Inclusion (Theorem 34.9), we get S Ď T . Since

S Ď T ě 0, by (1) of Lemma 34.5, we conclude that f |I is semiincreas-

ing, as desired. End of proof of ñ.

Proof of ð: Unassigned HW. Hint: Similar to the proof of ð of (6)

of Corollary 34.10; see below. End of proof of ð. End of proof of (4).

Proof of (5): Assume: T ă 0. Want: f |I is strictly decreasing.

By the Mean Value Inclusion (Theorem 34.9), we get S Ď T . Since

S Ď T ă 0, by (1) of Lemma 34.5, we conclude that f |I is strictly

decreasing, as desired. End of proof of (5).

Proof of (6): Proof ofñ: Assume T ď0. Want: f |I is semidecreasing.

By the Mean Value Inclusion (Theorem 34.9), we get S Ď T . Since

S Ď T ď 0, by (1) of Lemma 34.5, we conclude that f |I is semidecreas-

ing, as desired. End of proof of ñ.

Proof ofð: Assume: f |I is semidecreasing. We wish to show: T ď 0.

We wish to show: @y P T , y ď 0. Let y P T be given,. We wish to show:

y ď 0. Assume y ą 0. We aim for a contradiction.

Let I0 :“ IntRI. Then I0 is open in R, I0 Ď I and T “ f 1˚pI0q. Since

y P T “ f 1˚pI0q, choose p P I0 X pdomrf 1sq such that f 1ppq “ y. Note

that p P I0. Since f 1ppq “ y ą 0, by Lemma 32.1, choose U P NRp0q

such that pSSpf q˚pUq ą 0. As I0 is open in R, we see that I0´p is open

in R. Since p P I0, we get 0 P I0 ´ p. So, since I0 ´ p is open in R,

by Remark 16.4, we see that I0 ´ p P NRp0q. So, since U P NRp0q, we

get: pI0 ´ pq XU P NRp0q. So, since t0u R NRp0q and since H R NRp0q,

we get: pI0 ´ pq X U Ę t0u. Choose h P pI0 ´ pq X U such that

h ‰ 0. Since h P I0 ´ p, we get p ` h P I0. So, since p P I0, we have

pp, p ` hq P I0 ˆ I0. Since f is c/d on I, we get I Ď domrf s. Then

I0 Ď I Ď domrf s, so h P I0´ p Ď pdomrf sq ´ p. So, since h ‰ 0, we see

that h P rpdomrf sq ´ psˆ0 . So, since domrSSpf s “ rpdomrf sq ´ psˆ0 , we
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get h P domrSSpf s. So, since h P pI0 ´ pq X U Ď U , we conclude that

pSSpf qphq P pSS
p
f q˚pUq. Then, by the choice of U , pSSpf qphq ą 0.

Since h P domrSSpf s, we conclude that pSSpf qphq ‰ /. It follows that

pDQf qpp, p` hq “ pSSpf qphq ‰ /, so pp, p` hq P domrDQf s. So, since

pp, p`hq P I0ˆ I0 Ď Iˆ I, we get pDQf qpp, p`hq P pDQf q˚pIˆ Iq. As

f |I is semidecreasing, by (4) of Lemma 34.6, we get pDQf q˚pIˆIq ď 0.

Then 0 ă pSSpf qphq “ pDQf qpp, p` hq P pDQf q˚pI ˆ Iq ď 0, so 0 ă 0.

Contradiction. End of proof of ð. End of proof of (6). �

Let f : RÑ R be defined by fpxq “ x3 and let I :“ R. Then I is an

interval and f is c/d on I. Also f |I “ f and f is 1-1 and f is strictly

increasing. For all x P R, we have f 1pxq “ 3x2. Let T :“ f 1˚pIntRIq.

Then 0 “ f 1p0q P T . So, since f |I is 1-1, we see that the converse of (1)

of Corollary 34.10 fails. Since 0 P T , we have: NOTpT ą 0q. So, as

f |I is strictly increasing, the converse of (3) of Corollary 34.10 fails.

Let f : R Ñ R be defined by fpxq “ ´x3 and let I :“ R. Then I is

an interval and f is c/d on I. Also f |I “ f and f is strictly decreasing.

For all x P R, we have f 1pxq “ ´3x2. Let T :“ f 1˚pIntRIq. Then

0 “ f 1p0q P T , and so we have: NOTpT ă 0q. So, as f |I is strictly

decreasing, the converse of (5) of Corollary 34.10 fails.

The buzz phrase for the Mean Value Theorem asserts, “Any secant

slope is a tangent slope somewhere in between.” As the preceding two

paragraphs show, it is not hard for a function to “level out” for an in-

stant. This creates a horizontal tangent line, but does not necessarily

create horizontal secant lines. So remember that it is NOT true that

any tangent slope is a secant slope.

COROLLARY 34.11. Let f : R Ñ R. Assume that f 1 “ C0
R. Then

f is constant, i.e., there exists a P R such that f “ Ca
R.

Proof. Let I :“ R. Let T :“ f 1˚pIntRIq. Then T “ f 1˚pRq “ t0u. Then

byñ of (2) of Corollary 34.10, we see that f is constant, as desired. �

Recall: For all x P R, we have

cosx “ 1´
x2

2!
`
x4

4!
´
x6

6!
` ¨ ¨ ¨ ,

sinx “ x´
x3

3!
`
x5

5!
´
x7

7!
` ¨ ¨ ¨ .
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Note that cos 0 “ 1 and that sin 0 “ 0. Also, note that, for all x P R,

cosp´xq “ cosx

sinp´xq “ ´psinxq.

FACT 34.12. We have cos1 “ ´ sin and sin1 “ cos.

Proof. Should be proved in MATH 3283. �

FACT 34.13. We have cos2 “ ´ cos and sin2 “ ´ sin.

Proof. We have

cos2 “ p´ sinq1 “ ´psin1q “ ´ cos and

sin2 “ cos1 “ ´ sin,

as desired. �

THEOREM 34.14. Let f : R Ñ R. Assume f2 “ ´f . Assume

fp0q “ f 1p0q “ 0. Then f “ C0
R.

Proof. Want: @x P R, fpxq “ 0. Let x P R be given. Want: fpxq “ 0.

Let E :“ f 2 ` pf 1q2. Then

E 1 “ 2ff 1 ` 2f 1f2 “ 2ff 1 ` p2f 1q ¨ p´fq “ C0
R,

so, by Corollary 34.11, choose a P R such that E “ Ca
R. We have

a “ Ca
Rp0q “ Ep0q “ rfp0qs2 ` rf 1p0qs2 “ 02

` 02
“ 0.

Then E “ Ca
R “ C0

R. Let y :“ fpxq and z :“ f 1pxq. Want: y “ 0.

Since y2 ě 0 and z2 ě 0, we have y2 ` z2 ě y2 ě 0. So, because

y2 ` z2 “ rfpxqs2 ` rf 1pxqs2 “ Epxq “ C0
Rpxq “ 0, we get 0 ě y2 ě 0.

Then y2 “ 0. Then y “ 0, as desired. �

Using Theorem 34.14 and Corollary 34.11, we will prove a variety

of algebraic facts about sin and cos, e.g., @x P R, sinp2π ` xq “ sinx.

That is, we can use calculus ideas to prove results in trigonometry.

35. Class 9 on 13 February 2018, Tu of Week 5

Recall: @x P R,

cosx “ 1´
x2

2!
`
x4

4!
´
x6

6!
` ¨ ¨ ¨ ,

sinx “ x´
x3

3!
`
x5

5!
´
x7

7!
` ¨ ¨ ¨ .
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Note that cosp0q “ 1 and that sinp0q “ 0. Note: @x P R,

cosp´xq “ cosx,

sinp´xq “ ´psinxq.

Recall: sin1 “ cos and cos1 “ ´ sin.

THEOREM 35.1. We have: sin2` cos2 “ C1
R.

Proof. Let f :“ sin2` cos2. We want: f “ C1
R.

Claim: f 1 “ C0
R. Proof of Claim: Want: @x P R, f 1pxq “ C0

Rpxq. Let

x P R be given. We wish to show: f 1pxq “ C0
Rpxq.

We have

x P R “ LPRR “ LPRpdomrsin2
` cos2sq “ LPDRpsin

2
` cos2q.

Then psin2` cos2q1pxq “˚ rpsin2q1pxqs ` rpcos2q1pxqs.

Define σ : RÑ R by σpyq “ y2. Then: @y P R, σ1pyq “ 2y. Also, we

have sin2 “ σ ˝ sin and cos2 “ σ ˝ cos. We have

x P R “ LPRR “ LPRpdomrσ ˝ sinsq “ LPDRpσ ˝ sinq.

Then pσ ˝ sinq1pxq “˚ rσ1psinpxqqsrsin1pxqs. We have

x P R “ LPRR “ LPDRpcos2q “ LPDRpσ ˝ cosq.

Then pσ ˝ cosq1pxq “˚ rσ1pcospxqqsrcos1pxqs. Then

f 1pxq “ psin2
` cos2q1pxq

“˚ rpsin2
q
1
pxqs ` rpcos2q1pxqs

“ rpσ ˝ sinq1pxqs ` rpσ ˝ cosq1pxqs

“˚ rσ1psinpxqqsrsin1pxqs ` rσ1pcospxqqsrcos1pxqs

“ r2 ¨ psinpxqqsrcospxqs ` r2 ¨ pcospxqqsr´ sinpxqs

“ 0 ‰ /.

Then f 1pxq “ 0. Then f 1pxq “ 0 “ C0
Rpxq. End of proof of Claim.

By the Claim and Corollary 34.11, choose a P R s.t. f “ Ca
R. Because

a “ Ca
Rp0q “ fp0q “ 02 ` 12 “ 1, we get f “ Ca

R “ C1
R, as desired. �

THEOREM 35.2. Let f : R Ñ R. Assume that f2 “ ´f . Let

a :“ fp0q and let b :“ f 1p0q. Then f “ a ¨ cos` b ¨ sin.

Proof. Let φ :“ f ´ a ¨ cos´ b ¨ sin. We wish to show φ “ C0
R.

Claim 1: φ1 “ f 1 ` a ¨ sin´ b ¨ cos. Proof of Claim 1: Unassigned

HW. End of proof of Claim 1.
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Claim 2: φ2 “ f2 ` a ¨ cos` b ¨ sin. Proof of Claim 2: Unassigned

HW. End of proof of Claim 2.

Since f2 “ ´f , by Claim 2, we have φ2 “ ´f ` a ¨ cos` b ¨ sin. So,

since ´φ “ ´f ` a ¨ cos` b ¨ sin, we get φ2 “ ´φ.

Since φ “ f ´ a ¨ cos´ b ¨ sin and since fp0q “ a, we calculate

φp0q “ a´ a ¨ 1´ b ¨ 0 “ 0. By Claim 1, φ1 :“ f 1 ` a ¨ sin´b ¨ cos. So,

since f 1p0q “ b, we calculate φ1p0q “ b` a ¨ 0´ b ¨ 1 “ 0.

Then, by Theorem 34.14 (with f replaced by φ), we get φ “ C0
R. �

THEOREM 35.3. For all w, x P R, we have

sinpw ` xq “ psinwq ¨ pcosxq ` pcoswq ¨ psinxq.

Proof. Let w P R be given. We wish to show: @x P R,

sinpw ` xq “ psinwq ¨ pcosxq ` pcoswq ¨ psinxq.

Define f : RÑ R by fpxq “ sinpw ` xq.

Claim 1: @x P R, f 1pxq “ cospw` xq. Proof of Claim 1: Unassigned

HW. End of proof of Claim 1.

Claim 2: @x P R, f2pxq “ p´ sinqpw ` xq. Proof of Claim 2: Unas-

signed HW. End of proof of Claim 2.

Claim 3: f2 “ ´f . Proof of Claim 3: We wish to show: @x P R,

f2pxq “ p´fqpxq. Let x P R be given. Want: f2pxq “ p´fqpxq.

By Claim 2, we have f2pxq “ p´ sinqpw ` xq. By definition of f , we

have fpxq “ sinpw ` xq. Then

f2pxq “ p´ sinqpw ` xq “ ´rsinpw ` xqs “ ´rfpxqs “ p´fqpxq,

as desired. End of proof of Claim 3.

Let a :“ fp0q and let b :“ f 1p0q. By Claim 3 and Theorem 35.2,

f “ a ¨cos` b ¨ sin. By definition of f , we have fp0q “ sinpw`0q. Then

a “ fp0q “ sinpw`0q “ sinw. By Claim 1, we have f 1p0q “ cospw`0q.

Then b “ f 1p0q “ cospw ` 0q “ cosw. Then: @x P R,

sinpw ` xq “ fpxq “ pa ¨ cos` b ¨ sinqpxq

“ a ¨ pcosxq ` b ¨ psinxq

“ psinwq ¨ pcosxq ` pcoswq ¨ psinxq,

as desired. �

Assigned HW#5-1 and HW#5-2.
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Recall: mintx ě 0 | cosx “ 0u ‰ /. Recall that, from the defintion

of φ, we have: π{2 “ mintx ě 0 | cosx “ 0u. Then mintx ě 0 | cosx “

0u ě π{2. Note that cospπ{2q “ 0. Also, we have the following:

REMARK 35.4. For all u P p0, π{2q, we have cosu ą 0.

Proof. Let u P p0, π{2q be given. We wish to show: cosu ą 0. Assume

cosu ď 0. We aim for a contradiction.

By the Intermediate Value Theorem (Theorem 29.7), we conclude

that rcos 0| cosus Ď cos˚pr0, usq. Since cosu ď 0 ă 1 “ cos 0, we

get rcos 0| cosus “ rcosu, cos 0s. We have cosu ď 0 ď cos 0, and so

0 P rcosu, cos 0s. Then 0 P rcosu, cos 0s “ rcos 0| cosus Ď cos˚pr0, usq.

Choose t P r0, us such that 0 “ cos t.

Then t P tx ě 0 | cosx “ 0u ě π{2, and so we get π{2 ď t. Then

π{2 ď t P r0, us ď u P p0, π{2q ă π{2, so π{2 ă π{2. Contradiction. �

REMARK 35.5. We have sinpπ{2q “ 1.

Proof. Let c :“ cos and let s :“ sin. We wish to show: spπ{2q “ 1.

By Theorem 35.1, we have sin2` cos2 “ C1
R, i.e., s2 ` c2 “ C1

R.

Then rspπ{2qs2 ` rcpπ{2qs2 “ C1
Rpπ{2q. So, as cpπ{2q “ cospπ{2q “ 0

and C1
Rpπ{2q “ 1, we get rspπ{2qs2 ` 02 “ 1. Then rspπ{2qs2 “ 1, so

spπ{2q P t1,´1u. It suffices to show: spπ{2q ą 0.

Let I :“ r0, π{2s. Then IntRI “ p0, π{2q. By Remark 35.4, we know

that: @u P p0, π{2q, cosu ą 0. Then cos˚p p0, π{2q q ą 0. That is,

c˚p p0, π{2q q ą 0. Then s1˚pIntRIq “ c˚p p0, π{2q q ą 0. Then, by (5)

of Corollary 34.10, s|I is strictly increasing. We have 0, π{2 P I and

0 ă π{2. Then ps|Iqp0q ă ps|Iqpπ{2q. Then

spπ{2q “ ps|Iqpπ{2q ą ps|Iqp0q “ sp0q “ sin 0 “ 0,

as desired. �

REMARK 35.6. We have sinπ “ 0 and cos π “ ´1.

Proof. By Remark 35.5, sinpπ{2q “ 1. Recall that cospπ{2q “ 0.

We have sinπ “ sinp2 ¨ rπ{2sq. By HW#5-2,

sin p 2 ¨ rπ{2s q “ 2 ¨ r sin pπ{2 q s ¨ r cosp π{2 q s.

Then

sin π “ sinp 2 ¨ rπ{2s q

“ 2 ¨ r sin p π{2 q s ¨ r cos p π{2 q s

“ 2 ¨ r1s ¨ r0s “ 0.
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It remains to show: cosπ “ ´1.

We have cosπ “ cosp2 ¨ rπ{2sq. By HW#5-2,

cos p 2 ¨ rπ{2s q “ r cos2 p π{2 q s ´ r sin2
p π{2 q s.

Then

cosπ “ cosp 2 ¨ rπ{2s q

“ r cos2 pπ{2 q s ´ r sin2
p π{2 q s

“ r 02
s ´ r 12

s “ ´1,

as desired. �

REMARK 35.7. For all x P R, we have sinppπ{2q ´ xq “ cosx.

Proof. By Remark 35.5, sinpπ{2q “ 1. Recall that cospπ{2q “ 0. Let

x P R be given. We wish to show: sinppπ{2q ´ xq “ cosx.

Recall that cosp´xq “ cosx. By Theorem 35.3, we conclude that:

sinppπ{2q ´ xq “ rsinpπ{2qs ¨ rcosp´xqs ` rcospπ{2qs ¨ rsinp´xqs. Then

sinppπ{2q ´ xq “ rsinpπ{2qs ¨ rcosp´xqs ` rcospπ{2qs ¨ rsinp´xqs

“ r 1 s ¨ r cosx s ` r 0 s ¨ r sin p´x q s “ cosx,

as desired. �

REMARK 35.8. For all x P R, we have sinpπ ` xq “ ´ sinx and

cospπ ` xq “ ´ cosx.

Proof. By Remark 35.6, we have sinπ “ 0 and cos π “ ´1. By Theo-

rem 35.3, we have: sinpπ ` xq “ rsin πs ¨ rcosxs ` rcosπs ¨ rsinxs. By

HW#5-1, we have: cospπ`xq “ rcosπs ¨ rcosxs´ rsin πs ¨ rsinxs. Then

sinpπ ` xq “ rsin πs ¨ rcosxs ` rcos πs ¨ rsinxs

“ r 0 s ¨ r cosx s ` r´1 s ¨ r sinx s “ ´ sinx

and

cospπ ` xq “ rcos πs ¨ rcosxs ´ rsin πs ¨ rsinxs

“ r´1 s ¨ r cosx s ´ r 0 s ¨ r sinx s “ ´ cosx,

as desired. �

DEFINITION 35.9. The function exp : R 99K R is defined by

expx “ 1` x`
x2

2!
`
x3

3!
`
x4

4!
`
x5

5!
`
x6

6!
` ¨ ¨ ¨ .
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Following material that is typically covered in MATH 3283, the

power series in Definition 31.7 has an infinite radius of convergence.

Then domrexps “ R. Moreover, the term-by-term derivative of this

power series yield a power series that also has an infinte radius of con-

vergence. Also, that term-by-term derivative is a power series for exp1x.

This shows: exp1 “ exp.

In Theorem 35.14, we will prove Let f : R Ñ R. Assume f 1 “ f .

Assume fp0q “ 0. Then f “ C0
R. We’ll call this our “f -result”, and

will prove it in Theorem 35.14 below.

Assigned HW#5-3 and HW#5-4 and HW#5-5.

NOTE: You are allowed to use the “f -result” above in your solutions

to both HW#5-3 and HW#5-4.

Using HW#5-5, to prove our “f -result”, it is enough to prove: Let

g : R Ñ r0,8q. Assume g1 “ 2g. Assume gp0q “ 0. Then g “ C0
R.

We’ll call this our “g-result”, and will prove it in Lemma 35.13 below.

LEMMA 35.10. Let g : R Ñ r0,8q. Assume g1 “ 2g. Then g is

semiincreasing.

Proof. Since g : R Ñ r0,8q, we get imrgs ě 0. Then imr2gs ě 0.

We have g1˚pRq “ imrg1s “ imr2gs ě 0. Then, as R is an interval and

g|R “ g, by (4) of Corollary 34.10, we see that g is semiincreasing. �

LEMMA 35.11. Let g : R Ñ r0,8q. Assume g1 “ 2g. Assume

gp0q “ 0. Then g “ 0 on p´8, 0s.

Proof. We wish to show: @x P p´8, 0s, gpxq “ 0. Let x P p´8, 0s be

given. Want: gpxq “ 0. We have gpxq P imrgs ě 0. Want: gpxq ď 0.

We have x P p´8, 0s ď 0. By Lemma 35.10, g is semiincreasing. So,

since x ď 0, we get gpxq ď gp0q. Then gpxq ď gp0q “ 0, as desired. �

LEMMA 35.12. Let g : R Ñ r0,8q and let a P R. Assume g1 “ 2g.

Assume gpaq “ 0. Then g “ 0 on ra, a` p1{3qs.

Proof. Let b :“ a ` p1{3q, K :“ ra, bs. Want: g “ 0 on K. As

g : RÑ r0,8q, we get g˚pKq ě 0 It suffices to show: g˚pKq ď 0.

By Lemma 35.10, g is semiincreasing. Then g˚pra, bsq ď gpbq. Let

M :“ gpbq. Then g˚pKq “ g˚pra, bsq ď gpbq “M . Want: M ď 0.

By the Mean Value Theorem (Theorem 34.7), choose c P pa, bq such

that g1pcq “ pDQgqpa, bq. By assumption, gpaq “ 0. It follows that
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rgpbqs ´ rgpaqs “ gpbq “M . Also, b´ a “ 1{3. Therefore

g1pcq “ pDQgqpa, bq “
rgpbqs ´ rgpaqs

b´ a
“

M

1{3
“ 3M.

We have c P pa, bq Ď ra, bs “ K. Then gpcq P g˚pKq. So, because

g˚pKq ď M , we see that gpcq ď M . By assumption, g1 “ 2g. Then

3M “ g1pcq “ p2gqpcq “ 2 ¨ rgpcqs ď 2M . Then M “ 3M´2M ď 0. �

We can now prove our g-result:

LEMMA 35.13. Let g : R Ñ r0,8q. Assume g1 “ 2g. Assume

gp0q “ 0. Then g “ C0
R.

Proof. We want: g “ 0 on R. For all j P N, let Ij :“ p´8, pj ´ 1q{3s.

Then R “ I1X I2X I3X ¨ ¨ ¨ , so it suffices to show: @j P N, g “ 0 on Ij.

For all j P N, let Pj :“ r g “ 0 on Ij s. Want: @j P N, Pj.

We have I1 “ p´8, p1 ´ 1q{3s “ p´8, 0s. So, by Lemma 35.11,

we see that g “ 0 on I1. That is, P1 is true. So, by the Principle

of Mathematical Induction, it suffices to show: @j P N, pPj ñ Pj`1 q.

Let j P N be given. We want to show: Pj ñ Pj`1. Assume: Pj. We

want to show: Pj`1. We know: g “ 0 on Ij. We want: g “ 0 on Ij`1.

Let a :“ pj ´ 1q{3, b :“ j{3. Then Ij “ p´8, as, Ij`1 “ p´8, bs.

Then Ij Y ra, bs “ Ij`1. Since a P p´8, as “ Ij and since g “ 0

on Ij, we conclude that gpaq “ 0. So, since a ` p1{3q “ b, it follows,

from Lemma 35.12, that g “ 0 on ra, bs. Since g “ 0 both on Ij and

on ra, bs, and since Ij Y ra, bs “ Ij`1, we get: g “ 0 on Ij`1. �

We can now prove our f -result:

THEOREM 35.14. Let f : R Ñ R. Assume both that f 1 “ f and

that fp0q “ 0. Then f “ C0
R.

Proof. We wish to show: @x P R, fpxq “ C0
Rpxq. Let x P R be given.

We wish to show: fpxq “ C0
Rpxq. We wish to show: fpxq “ 0.

Let g :“ f 2. Then g : R Ñ r0,8q. By HW#5-5, we get: g1 “ 2g.

Also, gp0q “ rfp0qs2 “ 02 “ 0. Then, by Lemma 35.13, g “ C0
R. Since

rfpxqs2 “ gpxq “ pC0
Rqp0q “ 0, we get fpxq “ 0, as desired. �

LEMMA 35.15. For all x P R, we have: expx ą 0.

Proof. Since exp : R Ñ R is differentiable, exp : R Ñ R is continuous.

We have domrexps “ R “ p´8,8q, so domrexps is an interval. So,
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by the Intermediate Value Theorem (Theorem 29.7), as exp 0 “ 1 ą 0,

it suffices to show: @x P R, exp x ‰ 0. Given x P R. Want: exp x ‰ 0.

By HW#5-4, rexpxs ¨ rexpp´xqs “ exp 0. So, since exp 0 “ 1 ‰ 0,

we conclude that expx ‰ 0, as desired. �

LEMMA 35.16. The function exp : RÑ R is strictly increasing.

Proof. As exp1 “ exp, by Lemma 35.15, we know: @x P R, exp1pxq ą 0,

Then, by (3) of Corollary 34.10, exp : RÑ R is strictly increasing. �

LEMMA 35.17. We have r1,8q Ď imrexps.

Proof. We wish to show: @a P r1,8q, a P imrexps. Let a P r1,8q be

given. We wish to show: a P imrexps.

As a ą 0, we get 1` a`
a2

2!
` ¨ ¨ ¨ ě a, i.e., that exp a ě a. Also,

a ě 1 “ exp 0. Then exp 0 ď a ď exp a, i.e., a P rexp 0, exp as.

By the Intermediate Value Theorem (Theorem 29.7), we conclude that

rexp 0|exp as Ď exp˚pr0|asq.

Then a P rexp 0, exp as “ rexp 0|exp as Ď exp˚pr0|asq Ď imrexps. �

LEMMA 35.18. We have exp : R ãÑą p0,8q.

Proof. By Lemma 35.16, exp : R Ñ R is strictly increasing, and is

therefore 1-1. It remains to show: imrexps “ p0,8q. By Lemma 35.15,

imrexps Ď p0,8q. We therefore wish to show: p0,8q Ď imrexps.

By Lemma 35.17, we have r1,8q Ď imrexps. It therefore suffices

to show p0, 1q Ď imrexps. We want to show: @b P p0, 1q, b P imrexps.

Let b P p0, 1q be given. We wish to show: b P imrexps.

Let a :“ 1{b. Since b P p0, 1q, we get a P p1,8q. Also, 1{a “ b.

Since a P p1,8q Ď r1,8q Ď imrexps, choose t P R s.t. a “ exp t.

By HW#5-4, rexp ts ¨ rexpp´tqs “ exp 0. Then

expp´tq “
exp 0

exp t
“

1

a
“ b.

Then b “ expp´tq P imrexps, as desired. �

We define 00 “ 1. Then, @x P R, x0 “ 1. Define

ln :“ exp´1 : p0,8q ãÑą R.

For all p ą 0, we define 0p “ 0. For all x ą 0, for all p P R, we define

xp “ exppp ¨ rlnxsq. Finally, we define

tan :“ sin { cos and cot :“ cos { sin .
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Recall Definition 22.14:

DEFINITION 35.19. Let Y, Z be topological spaces, f : Y 99K Z.

Then f is open or pY, Zq-open means:

@open U in Y , f˚pUq is open in Z.

DEFINITION 35.20. Let Y, Z be topological spaces, f : Y 99K Z.

Then f is closed or pY, Zq-closed means:

@closed C in Y , f˚pCq is closed in Z.

LEMMA 35.21. Let Y and Z be topological spaces, f : Y ãÑą Z.

Then: ( f is open ) ô ( f is closed ).

Proof. Proof of ñ: Unassigned HW. End of proof of ñ.

Proof of ð: Assume: f is closed. We wish to show: f is open. We

wish to show: @ open U in Y , f˚pUq is open in Z. Let an open U in Y

be given. We wish to show: f˚pUq is open in Z.

Since U Ď Y , we get Y zpY zUq “ U . Since U is open in Y , we see

that Y zU is closed in Y . Let C :“ Y zU . Then C is closed in Y . Since

C is closed in Y and since f is closed, we get: f˚pCq is closed in Z.

Then Zzrf˚pCqs is open in Z. We want: f˚pUq “ Zzrf˚pCqs.

We have f˚pUq “ f˚pY zCq. Because f is 1-1, we conclude that

f˚pY zCq “ rf˚pY qszrf˚pCqs. Since f : Y Ñą Z, it follows that

f˚pY q “ Z. We have U “ Y zpY zUq “ Y zC. Then

f˚pUq “ f˚pY zCq “ rf˚pY qs z rf˚pCqs “ Z z rf˚pCqs,

as desired. End of proof of ð. �

Recall: Let X be a topological space X and let A Ď X. The se-

quential closure of A in X is

sClXA :“ tz P X | Ds P AN s.t. s‚ Ñ z in Xu.

Then sClXA Ď ClXA. Also, if X is metrizable, then sClXA “ ClXA.

Thus, in the situations we care about, closure = sequential closure.

DEFINITION 35.22. Let X be a topological space and let A Ď X.

Then A is sequentially closed in X means: sClXA “ A.

Let X be a topological space and let A Ď X. Then:

pA is closed in X q ô pClXA Ď A q

ñ p sClXA Ď A q

ô pA is sequentially closed in X q.
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Moreover, if X is metrizable, then

pA is closed in X q ô pClXA Ď A q

ô p sClXA Ď A q

ô pA is sequentially closed in X q.

Thus, in the situations we care about, closed = sequentially closed.

LEMMA 35.23. Let K be a sequentially compact topological space

and let C Ď K. Assume that C is sequentially closed in K. Then C is

sequentially compact.

Proof. We wish to show: @s P CN, s‚ is subconvergent in C. Let s P CN

be given. We wish to show: s‚ is subconvergent in C.

Since s‚ P C
N Ď KN and since K is sequentially compact, we see

that s‚ is subconvergent in K. Choose a subsequence t of s‚ such that

t‚ is convergent in K. Choose z P K such that t‚ Ñ z in K. Since

s‚ P C
N and since t‚ is a subsequence of s‚, we conclude that t‚ P C

N.

So, since t‚ Ñ z in K, we get z P sClKC. Since C is sequentially closed

in K, we have sClKC “ C. Then z P sClKC “ C.

By ð of Theorem 19.9, since t‚ Ñ z in K, we see that t‚ Ñ z in C.

Then t‚ is convergent in C. So, since t‚ is a subsequence of s‚, we see

that s‚ is subconvergent in C, as desired. �

36. Class 10 on 15 February 2018, Th of Week 5

Announced Midterm 1 on Thursday 22 February 2018, Th of Week

6. The midterm will, as usual be during the last hour of class, and we

will, as usual, review and have a break before the midterm.

Recall (Lemma 35.21): Let Y and Z be topological spaces, and let

f : Y ãÑą Z. Then [ ( f is open ) ô ( f is closed ) ].

Recall: Let X be a metrizable topological space and let C Ď X.

Then [ ( C is closed in X ) ô ( C is sequentially closed in X ) ].

Recall (Lemma 35.23): Let K be a sequentially compact topologi-

cal space and let C be a sequentially closed subset of K. Then C is

sequentially compact.

Recall (Theorem 25.6): Let K be a sequentially compact topological

space, let Y be a topological space and let φ : K Ñ Y be continuous.

Then imrφs is sequentially compact.
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LEMMA 36.1. let X and Y be topological spaces, let K be a sequen-

tially compact subset of X and let f : X Ñ Y be continuous. Then

f˚pKq is sequentially compact.

Proof. Let φ :“ f |K. Then, by HW#2-4, φ : K Ñ Y is continuous.

By Theorem 25.6, imrφs is sequentially compact. So, as imrφs “ f˚pKq,

we conclude that f˚pKq is sequentially compact, as desired. �

FACT 36.2. Let X be a Hausdorff topological space. Let K be a se-

quentially compact subset of X. Then K is sequentially closed in X.

Proof. We wish to show: sClXK “ K. Since sClXK Ě K, it suffices

to show: sClXK Ď K. We wish to show: @z P sClXK, z P K. Let

z P sClXK be given. We wish to show: z P K.

Since z P sClXK, choose s P KN s.t. s‚ Ñ z in X. Since K is

sequentially compact, s‚ is subconvergent in K. Choose a subsequence

t of s‚ s.t. t‚ is convergent in K. Choose y P K s.t. t‚ Ñ y in K.

By Theorem 19.9, t‚ Ñ y in X. Since s‚ Ñ z in X and since t‚ is a

subsequence of s‚, by Theorem 23.14, we see that t‚ Ñ z in X. Since

p s‚ Ñ y in X q and p s‚ Ñ z in X q,

and since X is Hausdorff, by Corollary 24.9, we get y “ z. Then

z “ y P K, as desired. �

COROLLARY 36.3. Let X be a metrizable topological space and let

K be a sequentially compact subset of X. Then K is closed in X.

Proof. By Fact 36.2, we see that K is sequentially closed in X. So,

since X is metrizable, K is closed in X, as desired. �

Recall (Theorem 25.1): Let X be a metric space. Let K be a se-

quentially compact subset of X. Then K is closed and bounded in X.

Using this, we have another proof of Corollary 36.3:

Proof. Choose d P MpXq such that Td is the topology on X. By

Theorem 25.1, K is closed in pX, Tdq. That is, K is closed in X. �

Recall one-dimensional Invariance of Domain (Theorem 30.3): Let

f : R 99K R be 1-1 and continuous, and let U Ď domrf s. Assume that

U is open in R. Then f˚pUq is open in R.

Recall: Let X :“ r1, 2qY r3, 4q and let Y :“ r5, 7q. Then there exists

f : X ãÑą Y such that f is continuous, but not pX, Y q-open. This is

unfortunate, but Theorem 30.3 has the following corollary, which says
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that if a function R 99K R is both injective and continuous, then it is

“open on the interior of its domain”. Often that interior is most of the

domain, and so “most” of the function is a homeomorphism.

COROLLARY 36.4. Let X Ď R, f : X ãÑ R. Let X0 :“ IntRX, let

Y0 :“ f˚pX0q and let f0 :“ f |X0. Then

(1) Y0 is open in R and

(2) f0 : X0 Ñ Y0 is a homeomorphism.

Proof. Proof of (1): Since X0 is open in R and X0 Ď X “ domrf s, we

see, by Theorem 30.3, that f˚pX0q is open in R. That is, Y0 is open

in R, as desired. End of proof of (1).

Proof of (2): Want: @open subset U of X0, f˚pUq is open in Y0. Let

an open subset U of X0 be given. Want: f˚pUq is open in Y0.

Since U is open in X0 and X0 is open in R, it follows that U is open

in R. So, since U Ď X0 Ď X “ domrf s, it follows, from Theorem 30.3,

that f˚pUq is open in R. Then rf˚pUqs X Y0 is open in Y0. Since

f˚pUq Ď f˚pX0q “ Y0, we get rf˚pUqs X Y0 “ f˚pUq. Then f˚pUq is

open in Y0, as desired. End of proof of (2). �

The next result is called the Topological Inverse Function The-

orem for open subsets of R or the TIFT for open in R:

THEOREM 36.5. Let X, Y Ď R and let f : X ãÑą Y be continuous.

Assume X is open in R. Then

(A) Y is open in R and

(B) f : X Ñ Y is a homeomorphism.

Proof. Let X0 :“ IntRX, Y0 :“ f˚pX0q, f0 :“ f |X0. By Corollary 36.4,

(1) Y0 is open in R and

(2) f0 : X0 Ñ Y0 is a homeomorphism.

Since X is open in R, we have IntRX “ X. That is X0 “ X. Then

Y0 “ f˚pX0q “ f˚pXq “ imrf s “ Y . Then f0 “ f |X0 “ f |X “ f .

Then (A) follows from (1), and (B) follows from (2). �

The next result is called the Topological Inverse Function The-

orem for intervals or the TIFT for intervals:

THEOREM 36.6. Let X, Y Ď R and let f : X ãÑą Y be continuous.

Assume X is an interval. Then

(A) Y is an interval and
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(B) f : X Ñ Y is a homeomorphism.

Proof. Omitted. Note that, by Theorem 30.1, f is stricly monotone.

So by looking at f or ´f , we may reduce to the case where f is strictly

increasing. We will try to double back to this later, and add a proof.

It’s within the scope of this course, but is complicated, because there

are many different kinds of intervals (open, closed, compact, etc.). �

Finally, we have the Topological Inverse Function Theorem for

compcata or the TIFT for compacta:

THEOREM 36.7. Let X and Y be topological spaces. Assume that

X is sequentially compact, and that Y is metrizable. Let f : X ãÑą Y

be continuous. Then

(A) Y is sequentially compact and

(B) f : X Ñ Y is a homeomorphism.

Proof. By Theorem 25.6, imrf s is sequentially compact. So, since

imrf s “ Y , we see that Y is sequentially compact, proving (A). It re-

mains to prove (B). Since f : X ãÑą Y is continuous, we need only

show that f : X ãÑą Y is open. Then, by Lemma 35.21, we wish

to show that f : X Ñ Y is closed. That is, we wish to show: For any

closed subset C of X, f˚pCq is closed in Y . Let a closed subset C of X

be given. We wish to show: f˚pCq is closed in Y .

Since C is closed in X, it follows that C is sequentially closed in X.

Then, since X is sequentially compact, by Lemma 35.23, we see that

C is sequentially compact. Then, by Lemma 36.1, f˚pCq is sequentially

compact as well. Then, by Corollary 36.3, f˚pCq is closed in Y . �

We now turn from topological inverse function theory to differential

inverse function theory. Our next main result is Theorem 36.11, which

is a kind of “anti-IFT”. However, we first need two preliminary remarks.

REMARK 36.8. Let X and Y be topological spaces, φ : X 99K Y ,

w P X, z P Y . Assume: @h P X, φphq ˚“ z. Then φÑ z near w.

Proof. Want: @V P NY pzq, DU P Nˆ
X pwq such that φ˚pUq Ď V . Let

V P NY pzq be given. Want: DU P Nˆ
X pwq such that φ˚pUq Ď V .

By Remark 16.4, we conclude that X P NXpwq. Let U :“ Xˆ
w . Then

U P Nˆ
X pwq, and we wish to show: φ˚pUq Ď V . Want: @h P domrφs,

r h P U s ñ r φphq P V s.



276 SCOT ADAMS

Let h P domrφs be given. We wish to show:

r h P U s ñ r φphq P V s.

Assume h P U . Want: φphq P V .

By assumption, φphq ˚“ z. Since h P domrφs, we have φphq ‰ /.

Then φphq “ z. As V P NY pzq, we get z P V . Then φphq “ z P V . �

REMARK 36.9. Let X Ď R and let p P R. Then pidXq
1ppq ˚“ 1.

Proof. Let i :“ idX . Want: i1ppq ˚“ 1. That is, we wish to show:

r i1ppq ‰ / s ñ r i1ppq “ 1 s.

Assume: i1ppq ‰ /. We wish to show: i1ppq “ 1.

For all x P RzpLPDRiq, we have f 1pxq “ /. So, as p P R and

i1ppq ‰ /, we get p P LPDRi. It suffices to show: SSpi Ñ 1 near 0.

For all h P R, we have

pSSpi qphq “
ripp` hqs ´ rippqs

h
˚
“

rp` hs ´ rps

h
˚
“ 1.

Then, by Remark 36.8, we have SSpi Ñ 1 near 0, as desired. �

LEMMA 36.10. Let X, Y Ď R, f : X ãÑą Y , p P domrf 1s. Then

(1) p P LPRX and

(2) r f 1ppq ‰ 0 s ñ r fppq P LPRY s.

Proof. By Remark 31.5, we have domrf 1s Ď XzpIsolRXq. Then we

have p P domrf 1s Ď XzpIsolRXq Ď LPRX, proving (1). It remains

to prove that (2) holds. Assume that f 1ppq ‰ 0. We wish to show that

fppq P LPRY . Let q :“ fppq. We wish to show that q P LPRY .

Since p P domrf 1s Ď domrf s, it follows that fppq P imrf s. Since

LPRY “ rClRY szrIsolRY s and since q “ fppq P imrf s “ Y Ď ClRY , we

want: q R IsolRY . Assume: q P IsolRY . We aim for a contradiction.

Since q P IsolRY , choose W P NRpqq such that W X Y “ tqu. Since

p P domrf 1s Ď dctrf s, we see that f is continuous at p. So, since

W P NRpqq “ NRpfppqq, by definition of continuity, choose V P NRppq

such that f˚pV q Ď W .

Let m :“ f 1ppq and let S :“ Rzt0u. Then SSpf Ñ m near 0, and S

is an open subset of R. We have p P domrf 1s and m “ f 1ppq ‰ 0, so

m P S. By Remark 16.4 any open set is a neighborhood of each of its

points, so, since S is open in R, we get S P NRpmq. So, since SSpf Ñ m

near 0, choose U P Nˆ
R p0q such that pSSpf q˚pUq Ď S.
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Let U 1 :“ U ` p. Since U P Nˆ
R p0q, we get U 1 P Nˆ

R ppq. Let

V 1 :“ U 1 X V . Since U P Nˆ
R ppq and V P NRppq, we get V 1 P Nˆ

R ppq.

By (1) of Lemma 36.10, we have p P LPRX. So, since V 1 P Nˆ
R ppq,

by (2) of Fact 24.3, we conclude that V 1XX ‰ H. Choose z P V 1XX.

We have z P V 1 X X “ U 1 X V X X. Since z P X “ domrf s, we get

fpzq P imrf s. Since z P domrf s and z P V , we get fpzq P f˚pV q. Then

fpzq P f˚pV q Ď W . Also, fpzq P imrf s “ Y . Then fpzq P WXY “ tqu.

Then fpzq “ q “ fppq. Since z P U 1 “ U ` p, we get z ´ p P U . Let

h :“ z ´ p. Then h P U . Since z P U 1 and U 1 P Nˆ
R ppq, we see that

z ‰ p. Then h “ z ´ p ‰ 0. We have p P domrf 1s Ď domrf s and

fpp` hq “ fpzq “ q “ fppq, and so rfpp` hqs ´ rfppqs “ 0. Therefore,

because h ‰ 0, we conclude pSSpf qphq “ 0. Then h P domrSSpf s.

Therefore, because h P U , it follows that pSSpf qphq P pSS
p
f q˚pUq.

Then 0 “ pSSpf qphq P pSS
p
f q˚pUq Ď S “ Rzt0u. Contradiction. �

THEOREM 36.11. Let X, Y Ď R, f : X ãÑą Y , p P domrf 1s. Let

q :“ fppq, g :“ f´1. Assume f 1ppq “ 0. Then g1pqq “ /.

Proof. By (1) of Lemma 36.10, we have p P LPRX. Therefore, we have

p P LPRX “ LPDRpg ˝ fq. So, by the Chain Rule (Theorem 32.8),

we get pg ˝ fq1ppq “˚ rg1pfppqqs ¨ rf 1ppqs. So, since fppq “ q and

since f 1ppq “ 0, we have pg ˝ fq1ppq “˚ rg1pqqs ¨ r0s. By Remark 36.9,

pidXq
1ppq ˚“ 1. Then 1 “˚ pidXq

1ppq “ pg ˝ fq1ppq “˚ rg1pqqs ¨ r0s, so

1 “˚ rg1pqqs ¨ r0s. Assume g1pqq ‰ /. We aim for a contradiction.

Since g1pqq ‰ /, we get g1pqq P R, and so rg1pqqs ¨ r0s “ 0. Then

1 “˚ 0 ‰ /, and so 1 “ 0. Contradiction. �

THEOREM 36.12. Let X, Y Ď R, f : X ãÑą Y , p P domrf 1s. Let

q :“ fppq and let g :“ f´1. Assume that g is continuous at q. Then

g1pqq “ 1{rf 1ppqs.

Proof. Next class. �

We noted that, in Theorem 36.12, if we drop the hypothesis that

g is continuous at q, then the result becomes false, as follows: Define

X :“ r1, 2q Y r3, 4q, define Y :“ r5, 7q, define f : X Ñ Y by

fpxq “

#

x` 4, if x P r1, 2q

x` 3, if x P r3, 4q,

and then let p :“ 3, q :“ fppq, g :“ f´1. Then f 1ppq “ 1, q “ 6 and

g is NOT continuous at q. Then g1pqq “ / ‰ 1{1 “ 1{rf 1p1qs.
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37. Class 11 on 20 February 2018, Tu of Week 6

Midterm 1 on Thursday 22 February.

Recall the Topological Inverse Function Theorem for intervals (The-

orem 36.6): Let X, Y Ď R and let f : X ãÑą Y be continuous. Assume

that X is an interval. Then

(A) Y is an interval and

(B) f : X Ñ Y is a homeomorphism.

We did not prove this result, as the proof involves a lot of bookkeep-

ing. However, our next goal is to prove enough of this theorem that

students should be able to see how to do the rest if they want to.

NOTE TO SELF: In fact, we could prove: Let f : R 99K R be strictly

monotone. Assume that domrf s is an interval. Then f´1 is continuous.

(Interestingly, we don’t need to assume that f is continuous. Proof:

If f´1 had a discontinuity, it would have to be a jump discontinuity,

but then imrf´1s would not be an interval, and, as domrf s “ imrf´1s,

this contradicts the assumption that domrf s is an interval. QED)

NOTE: What we are calling topological inverse function theorems

are, more commonly, called open mapping theorems, just in case

you might wish to look for some of these kinds of theorems online.

FACT 37.1. Let S Ď R. Then:

r S is an interval s ô r p @a, b P S, ra|bs Ď S q & pS ‰ Hq s.

Proof. Omitted �

Assigned HW#6-1.

LEMMA 37.2. Let Y, Z be topological spaces. Let g, h : Y 99K Z. Let

q P Y and let Y0 P NY pqq. Assume that h is continuous at q. Assume

that g “ h on Y0. Then g is continuous at q.

Proof. We wish to show: @W P NZpgpqqq, DU P NY pqq s.t. g˚pUq Ď W .

Let W P NZpgpqqq be given. We want: DU P NY pqq s.t. g˚pUq Ď W .

Since q P Y0 and since g “ h on Y0, we conclude: gpqq “ hpqq. Then

W P NZpgpqqq “ NZphpqqq. So, since h is continuous at q, choose

V P NY pqq s.t. h˚pV q Ď W . Since V, Y0 P NY pqq, it follows that

V X Y0 P NY pqq. Let U :“ V X Y0. Then U P NY pqq and we wish to

show: g˚pUq Ď W . We wish to show: @x P domrgs,

r x P U s ñ r gpxq P W s.
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Let x P domrgs be given. We wish to show:

r x P U s ñ r gpxq P W s.

Assume: x P U . We wish to show: gpxq P W .

We have x P U “ V X Y0, so both x P U and x P Y0. Since x P Y0
and since g “ h on Y0, we get gpxq “ hpxq. Since x P domrgs, we get

gpxq ‰ /. Since hpxq “ gpxq ‰ /, we get x P domrhs. So, since x P V ,

we get hpxq P h˚pV q. Then gpxq “ hpxq P h˚pV q Ď W , as desired. �

Assigned HW#6-2, HW#6-3 and HW#6-4.

Unassigned HW: Prove a variant of HW#6-4, in which “strictly in-

creasing” is replaced by “stricly decreasing”.

Recall (Theorem 30.1): Let f : R Ñ R. Assume domrf s is an

interval. Then: ( r f is strictly monotone s ô r f is 1-1 s ).

LEMMA 37.3. Let X, Y Ď R, a P R. Let f : X ãÑą Y be continuous.

Assume: X “ ra,8q. Then: f´1 is continuous at fpaq.

Proof. If f is strictly increasing, then, by HW#6-4, f´1 is continuous at

fpaq. If f is strictly decreasing, then, by the Unassigned HW above, f´1

is continuous at fpaq. Then it suffices to show that f is either strictly

increasing or strictly decreasing, i.e., that f is strictly monotone.

By Theorem 30.1, f is strictly monotone. �

THEOREM 37.4. Let X, Y Ď R and let f : X ãÑą Y be continuous.

Assume: Da P R s.t. X “ ra,8q. Then: f´1 : Y Ñ X is continuous.

Proof. Choose a P R s.t. X “ ra,8q. By Lemma 37.3, f´1 is continu-

ous at fpaq. We wish to show: f´1 is continuous on Y z tfpaqu.

Let X0 :“ IntRX. By HW#6-2, f´1 is continuous on f˚pX0q. We

wish to show: f˚pX0q “ Y z tfpaqu.

We have X0 “ IntRX “ IntRra,8q “ pa,8q. Also, as

a P ra,8q “ X “ domrf s,

we conclude that f˚ptauq “ tfpaqu. Since f is 1-1, it follows that

f˚pXztau q “ rf˚pXqs z rf˚ptauqs. We therefore calculate:

f˚pX0q “ f˚p pa,8q q “ f˚p ra,8q z tau q “ f˚pX z tau q

“ rf˚pXqs z rf˚ptauqs “ Y z tfpaqu,
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as desired. �

Assigned HW#6-5.

LEMMA 37.5. Let X, Y Ď R, a P R. Let f : X ãÑą Y be continuous.

Assume: Db P pa,8q s.t. X “ ra, bq. Then: f´1 is continuous at fpaq.

Proof. Unassigned HW. Hint: Similar to the proof of Lemma 37.3, but

with the following outline. First, prove a variant of HW#6-5, in which

“strictly increasing” is replaced by “stricly decreasing”. Then combine

HW#6-5 with this new variant, and use Theorem 30.1. �

THEOREM 37.6. Let X, Y Ď R and let f : X ãÑą Y be continuous.

Assume: Da, b P R s.t. a ă b and X “ ra, bq. Then f´1 : Y Ñ X is

continuous.

Proof. Choose a, b P R s.t. a ă b and X “ ra, bq. By Lemma 37.5, f´1

is continuous at fpaq. We want: f´1 is continuous on Y z tfpaqu.

Let X0 :“ IntRX. By HW#6-2, f´1 is continuous on f˚pX0q. We

wish to show: f˚pX0q “ Y z tfpaqu.

We have X0 “ IntRX “ IntRra, bq “ pa, bq. Also, as

a P ra, bq “ X “ domrf s,

we conclude that f˚ptauq “ tfpaqu. Since f is 1-1, it follows that

f˚pXztau q “ rf˚pXqs z rf˚ptauqs. We therefore calculate:

f˚pX0q “ f˚p pa, bq q “ f˚p ra, bq z tau q “ f˚pX z tau q

“ rf˚pXqs z rf˚ptauqs “ Y z tfpaqu,

as desired. �

We can now indicate, in more detail, how to prove Theorem 36.6:

THEOREM 37.7. Let X, Y Ď R and let f : X ãÑą Y be continuous.

Assume X is an interval. Then

(A) Y is an interval and

(B) f : X Ñ Y is a homeomorphism.

Proof. Since X “ domrf s, f˚pXq “ imrf s “ Y . So, by HW#6-1,

Y is an interval. Want: f : X Ñ Y is a homeomorphism. Since f is,

by assumption, continuous, we need only show: f´1 is continuous.

Since X is an interval, at least one of the following must be true:
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(1) X is compact or

(2) X is open in R or

(3) Da P R s.t. X “ ra,8q or

(4) Da, b P R s.t. a ă b and X “ ra, bq or

(5) Db P R s.t. X “ p´8, bs or

(6) Da, b P R s.t. a ă b and X “ pa, bs.

Case (1): By Theorem 36.7, f´1 is continuous. End of Case (1).

Case (2): By Theorem 36.5, f´1 is continuous. End of Case (2).

Case (3): By Theorem 37.4, f´1 is continuous. End of Case (3).

Case (4): By Theorem 37.6, f´1 is continuous. End of Case (4).

Case (5): Unassigned HW. End of Case (5).

Case (6): Unassigned HW. End of Case (6). �

Recall Theorem 36.11: Let X, Y Ď R, f : X ãÑą Y , p P domrf 1s.

Let q :“ fppq, g :“ f´1. Assume: f 1ppq “ 0. Then: g1pqq “ /.

Recall Lemma 36.10: Let X, Y Ď R, f : X ãÑą Y , p P domrf 1s.

Then: ( p P LPRX ) and ( r f 1ppq ‰ 0 s ñ r fppq P LPRY s ).

We can now prove:

THEOREM 37.8. Let X, Y Ď R, f : X ãÑą Y , p P domrf 1s. Let

q :“ fppq and let g :“ f´1. Assume that g is continuous at q. Then

g1pqq “ 1{rf 1ppqs.

Proof. By Theorem 36.11, if f 1ppq “ 0, then g1pqq “ /. Let m :“ f 1ppq.

We wish to show: g1pqq “ 1{m. We know:

r m “ 0 s ñ r g1pqq “ / “ 1{0 “ 1{m s.

It therefore suffices to show:

r m ‰ 0 s ñ r g1pqq “ 1{m s.

Assume m ‰ 0. We wish to show: g1pqq “ 1{m.

Since m “ f 1ppq, by Lemma 25.18, we get: SSpf Ñ m near 0.

By (2) of Lemma 36.10, we conclude that fppq P LPRY . It follows that

q “ fppq P LPRY “ LPRpdomrgsq “ LPDRg. So, by Remark 25.19,

it suffices to show: SSqg Ñ 1{m near 0.

Let φ :“ SSpf and ψ :“ SSqg . Then φ Ñ m near 0, and we want:

ψ Ñ 1{m near 0. We wish to show: @ε ą 0, Dδ ą 0 s.t., @k P domrψs,

r 0 ă |k| ă δ s ñ r | rψpkqs ´ r1{ms | ă ε s.
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Let ε ą 0 be given. We wish to show: Dδ ą 0 s.t., @k P domrψs,

r 0 ă |k| ă δ s ñ r | rψpkqs ´ r1{ms | ă ε s.

Since p P domrf 1s and f 1 : R 99K R, it follows that f 1ppq P R. That

is, m P R. So, as m ‰ 0, we get 1{m ‰ /. Since φ Ñ m near 0,

by Lemma 20.5, we get: 1{φ Ñ˚ 1{m near 0. So, since 1{m ‰ /, we

get: 1{φÑ 1{m near 0. So choose γ ą 0 s.t., @h P domr1{φs,

r 0 ă |h| ă γ s ñ r | rp1{φqphqs ´ r1{ms | ă ε s.

Since g is continuous at q, choose δ ą 0 s.t., @z P domrqs,

r | z ´ q | ă δ s ñ r | rgpzqs ´ rgpqqs | ă γ s.

We wish to show: @k P domrψs,

r 0 ă |k| ă δ s ñ r | rψpkqs ´ r1{ms | ă ε s.

Let k P domrψs be given. We wish to show:

r 0 ă |k| ă δ s ñ r | rψpkqs ´ r1{ms | ă ε s.

Assume 0 ă |k| ă δ We wish to show: | rψpkqs ´ r1{ms | ă ε.

By assumption, g is continuous at q. Then q P dctrgs Ď domrgs.

Then gpqq P imrgs “ X Ď R. We have

ψpkq “ pSSqgqpkq “
r gpq ` kq s ´ r gpqq s

k
.

So, since k P domrψs, ψpkq ‰ /. Then gpq`kq ‰ /, so q`k P domrgs.

Then gpq ` kq P imrgs “ X Ď R. Let h :“ rgpq ` kqs ´ rgpqqs. Then

ψpkq “ h{k. Since gpq ` kq P R and gpqq P R, we get: h P R.

By assumption, f : X ãÑą Y and g “ f´1. Then g : Y ãÑą X.

We have 0 ă |k|, so k ‰ 0, so q ` k ‰ q. So, as g is 1-1, we see that

gpq`kq ‰ gpqq. Then h “ rgpq`kqs´rgpqqs ‰ 0. Then 1{pk{hq “ h{k.

By assumption, q “ fppq. So, since g “ f´1, we get fpqq “ p.

Since gpqq P R, we get rgpqqs ´ rgpqqs “ 0. Then, adding p “ gpqq

to h “ rgpq ` kqs ´ rgpqqs gives p ` h “ gpq ` kq. So, since g “ f´1,

we get fpp ` hq “ q ` k. Since q P R, we get q ´ q “ 0. Subtracting

fppq “ q from fpp` hq “ q ` k gives rfpp` hqs ´ rfppqs “ k. Then

φphq “ pSSpf qphq “
r fpp` hq s ´ r fppq s

h
“

k

h
.

Then p1{φqphq “ 1{pk{hq “ h{k “ ψpkq. So, since ψpkq ‰ /, we

get p1{φqphq ‰ /. It follows that h P domr1{φs. Let z :“ q ` k.

Then z P domrgs and |z ´ q| “ |k| ă δ, so, by choice of δ, we get
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| rgpzqs ´ rgpqqs | ă γ. So, since rgpzqs´rgpqs “ rgpq`kqs´rgpqqs “ h,

we conclude that |h| ă γ. So, since h ‰ 0, we get 0 ă |h| ă γ. So, since

h P domr1{φs, by choice of γ, we get | rp1{φqphqs ´ r1{ms | ă ε. So,

since p1{φqphq “ ψpkq, we get | rψpkqs ´ r1{ms | ă ε, as desired. �

Theorem 37.8 will be called the Differential Inverse Function

Theorem or DIFT. In Theorem 37.8, the hypothesis that g is con-

tinuous at q will be called the unfortunate DIFT hyptothesis. It

means that, to use the DIFT on f , one has to verify an analytic con-

dition on the inverse of f , something that may be very hard to do.

Fortunately, we have three Topological Inverse Function Theorems

(Theorem 36.7 and Theorem 36.5 and Theorem 36.6). In Theorem 38.8,

we will combine them with our DIFT to get a version of the DIFT that

avoids any unfortunate hypotheses.

38. Class 12 on 27 February 2018, Tu of Week 7

BEGIN remarks about the exam

REMARK 38.1. Let X be a topological space. Then

IsolXX “ tw P X | twu is open in Xu and

LPXX “ X z rIsolXXs.

Proof. Omitted. �

REMARK 38.2. Let X and Y be topological spaces. Let w P X and

z P Y . Assume that w P LPXX. Then lim
w
Cz
X “ z.

Proof. Omitted. �

In Remark 38.2, the hypothesis that w P LPXX is necessary: Let

X :“ r1, 2s Y t3u, Y :“ R, w :“ 3, z :“ 4. Since 3 R LPXX, by

Proposition 24.7, we see that LIMS
3

C4
X “ Y . Then

LIMS
w

Cz
X “ LIMS

3
C4
X “ Y “ R.

Since #R “ 8, we get ELTpRq “ / Then

lim
w
Cz
X “ ELTpLIMS

w
Cz
Xq “ ELTpRq “ / ‰ 4 “ z.

The topological space R has no “open points”, i.e., LPRR “ R. So,

for X “ R, the problem described in the last paragraph goes away:
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COROLLARY 38.3. Let Y be a topological space. Let w P R and

z P Y . Then lim
w
Cz

R “ z.

Proof. Let X :“ R. Then w P R “ LPRR. So, by Remark 38.2,

lim
w
Cz
X “ z. That is, lim

w
Cz

R “ z, as desired. �

Recall: @sets X, Y and Z, @f : X 99K Y , @g : X 99K Z, the function

pf, gq : X 99K Y ˆ Z is defined by pf, gqpxq “ pfpxq, gpxqq.

I have two warnings about the formula pf, gq1pxq “ pf 1pxq, g1pxqq:

First, define f : p´8, 0s Ñ R and g : r0,8q Ñ R by

fpxq “ 3x and gpxq “ 4x.

Then domrpf, gqs “ t0u, so pf, gq1p0q “ /. Also pf 1p0q, g1p0qq “ p3, 4q.

Then pf, gq1p0q ‰ pf 1p0q, g1p0qq.

Second, define f : RÑ R and g : r0,8q Ñ R by

fpxq “ |x| and gpxq “ 4x.

Then domrpf, gqs “ r0,8q. Also, @x P r0,8q,

pf, gqpxq “ p|x|, 4xq “ px, 4xq.

Then pf, gq1p0q “ p1, 4q. Also f 1p0q “ /, so pf 1p0q, g1p0qq “ /. Then

pf, gq1p0q ‰ pf 1p0q, g1p0qq.

THEOREM 38.4. Let both V and W be normed vector spaces. Let

f : R 99K V and g : R 99K W . Let p P LPDRpf, gq. Then

pf, gq1ppq “
˚

p f 1ppq , g1ppq q.

Proof. Omitted. �

END remarks about the exam

BEGIN Via homework, you prove the second derivative test

DEFINITION 38.5. Let S be a set, f : S 99K R, p P S. Then

(1) f has a unique maximum at p means: f˚pS
ˆ
p q ă fppq and

(2) f has a unique minimum at p means: f˚pS
ˆ
p q ą fppq.

Assigned HW#7-1.

DEFINITION 38.6. Let X be a topological space and let f be a

function. Assume domrf s Ď X. Then IntDXf :“ IntXpdomrf sq.

Assigned HW#7-2, HW#7-3 and HW#7-4.
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FACT 38.7. There exists a continuous f : RÑ R such that

(1) f 1p0q “ 0,

(2) f2p0q “ ´2,

(3) NOT ( f has a local extremum at 0 ),

(4) 0 R IntDRpf
1q and

(5) 0 P IntRpdctrf sq.

Proof. Choose a continuous g : r0,8q Ñ r0, 1s s.t. domrg1s “ H. (One

says that g is “nowhere differentiable” to indicate that g1 is the empty

function. We will not take the time to prove that such a continuous

function g exists, so this is only a sketch of a proof. See me if you want

more detail.) Define f : RÑ R by

fpxq “

#

´x2, if x ă 0,

x2 ` x2 ¨ rgpxqs, if x ě 0.

Then, for all x P p´8, 0q, f 1pxq “ ´2x. Then f is differentiable

on p´8, 0q. Also, f is continuous on p0,8q. Also, for all x P p0,8q,

f is NOT differentiable at x. Also,

(A) f ă 0 on p´8, 0q,

(B) fp0q “ 0 and

(C) f ą 0 on p0,8q.

Since f is differentiable on p´8, 0s, it follows that f is continuous

on p´8, 0s. Recall tht f is continuous on p0,8q. Then f is continuous

on p´8, 0s Y p0,8q. So, since p´8, 0s Y p0,8q “ R “ domrf s, we see

that f is continuous.

For all x P R, we have´x2 ď fpxq ď 2x2. So, by HW#3-3, f 1p0q “ 0,

proving (1). Then domrf 1s “ p´8, 0s and, for all x P p´8, 0s, we have

f 1pxq “ ´2x. Then f2p0q “ ´2, proving (2).

By (A), (B) and (C), we see that (3) holds. Moreover, because

we have IntDRpf
1q “ IntRpdomrf 1sq “ IntRpp´8, 0sq “ p´8, 0q, we

see that (4) holds. Since f is continuous, dctrf s “ domrf s. Then

IntRpdctrf sq “ IntRpdomrf sq “ IntRR “ R, so (5) holds. �

Assigned HW#7-5.

Unassigned HW: Let f : R 99K R. Asume both that 0 P IntDRf and

that fp0q “ 0. Define g : R Ñ R by gpxq “ x3. Assume that f{g Ñ 1

near 0. Show: NOT( f has a local extremum at 0 ).
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By HW#7-5, we can use asymptotics to find local extrema. Later,

we’ll show how to combine asymptotics with L’Hospital’s Rule to get

another proof of the Second Derivative Test. We’ll also show that that

approach leads to a third derivative test, a fourth derivative test, etc.

END Via homework, you prove the second derivative test

We now pick where we left off at the end of Class 12.

Recall: Let X, Y Ď R, f : X ãÑą Y , p P domrf 1s. Let q :“ fppq,

g :“ f´1. Assume that g is continuous at q. Then g1pqq “ 1{rf 1ppqs.

(This is Theorem 37.8.)

Recall: Let f : R 99K R, S Ď R. Then f is c/d on S means

(1) f is continuous on S and

(2) f is differentiable on S.

Recall: Let f : R 99K R. Then f is c/d means: f is c/d on domrf s.

(That is, f is continuous on domrf s and differentiable on IntDRf .)

The next result will be called DIFT redux. (Recall that DIFT

stands for “Differential Inverse Function Theorem”.)

THEOREM 38.8. Let X, Y Ď R. Let f : X ãÑ Y be c/d. Assume

that at least one of the following holds:

(1) X is compact or

(2) X is open in R or

(3) X is an interval.

Let g :“ f´1, X0 :“ IntRX, Y0 :“ IntRY . Let q P Y0. Then both

(1) gpqq P X0 and

(2) g1pqq “ 1{rf 1pgpqqqs.

Proof. We have q P Y0 Ď Y “ domrgs. Then gpqq P g˚pY0q.

Since Y0 “ IntRY , we conclude that Y0 is open in R. By our

three Topological Inverse Function Theorems (Theorem 36.7 and The-

orem 36.5 and Theorem 36.6), we see that f : X Ñ Y is a homeomor-

phism, so g : Y Ñ X is continuous. So, since g : Y Ñ X is also 1-1,

by Theorem 30.7, g˚pY0q Ď X0. Then gpqq P g˚pY0q Ď X0, proving (1).

It remains to prove (2). Let p :“ gpqq. We want: g1pqq “ 1{rf 1ppqs.

Since q P domrgs and since g is continuous, it follows that g is con-

tinuous at q. Then, by Theorem 37.8, g1pqq “ 1{rf 1ppqs, as desired. �
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DEFINITION 38.9. Let f : R 99K R.

Then f is a (c/d)-diffeomorphism means:

(1) f is 1-1,

(2) f is c/d and

(3) f´1 is c/d.

Let X, Y Ď R. Let f : X ãÑą Y be a (c/d)-diffeomorphism. Let

g :“ f´1, X0 :“ IntRX, Y0 :“ IntRY . Then all of the following hold:

(1) f˚pX0q “ Y0,

(2) g˚pY0q “ X0,

(3) @p P X0, 1 “ pg ˝ fq1ppq “ rg1pfppqqsrf 1ppqs,

(4) @q P Y0, 1 “ pf ˝ gq1pqq “ rf 1pgpqqqsrg1pqqs,

(3) @p P X0, f 1ppq “ 1{rg1pfppqqs and

(3) @q P Y0, g1pqq “ 1{rf 1pgpqqqs.

THEOREM 38.10. Let X be an interval. Let f : X Ñ R be c/d.

Assume: @p P IntRX, f 1ppq ‰ 0. Then f is a (c/d)-diffeomorphism.

Proof. By (1) of Corollary 34.10, f is 1-1. Let g :“ f´1. We wish

to show that g is c/d.

Let Y :“ imrf s. Then Y “ domrgs. Let X0 :“ IntRX, Y0 :“ IntRY .

By Theorem 36.6, f : X Ñ Y is a homeomorphism. Then g : Y Ñ X

is continuous. It remains to show: g is differentiable on Y0. We wish

to show: @q P Y0, g is differentiable at q. Let q P Y0 be given. We wish

to show: g is differentiable at q.

Since g : Y Ñ X is 1-1 and continuous, by Theorem 30.7, we get

g˚pY0q Ď X0. Since q P Y0 Ď Y “ domrgs, we get gpqq P g˚pY0q. Let

p :“ gpqq. Since f is c/d, we get X0 Ď domrf 1s. Then

p “ gpqq P g˚pY0q Ď X0 Ď domrf 1s.

Since q P domrgs and g is continuous, we see that g is continuous at q.

Then, by Theorem 37.8, g1pqq “ 1{rf 1ppqs. We have p P X0 “ IntRX,

so, by assumption, we get f 1ppq ‰ 0. So, since p P domrf 1s, we conclude

that f 1ppq P Rˆ0 . Then 1{rf 1ppqs ‰ /. Since g1pqq “ 1{rf 1ppqs ‰ /, we

conclude that q P domrg1s, as desired. �

39. Class 13 on 1 March 2018, Th of Week 7

Recall: @k P N, r1..ks denotes the set r1, ks X Z “ t1, . . . , ku of all

integers j such that 1 ď j ď k.
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Recall: Let S be a set and let k P N. Then Sk :“ Sr1..ks. That

is, Sk is the set of all functions r1..ks Ñ S. For any z P Sk, we have

z : r1..ks Ñ S. For any z P Sk, for any j P r1..ks, we typically denote

zpjq by zj and call zj the “jth component of z”.

Recall: Let S be a set and let k P N. For all j P r1..ks, let xj P S.

Then px1, . . . , xkq P S
k is defined by px1, . . . , xkqj “ xj. For example,

p3, 8, 7,´5q “

¨

˚

˚

˝

1 ÞÑ 3

2 ÞÑ 8

3 ÞÑ 7

4 ÞÑ ´5

˛

‹

‹

‚

P Rr1..4s “ R4.

DEFINITION 39.1. Let S be a set. Then, for all z, by z is an arrow

in S, we mean: z P S2.

Let S be a set and let z P S2. Then z1, z2 P S. We call z1 the

footpoint of z, and we call z2 the endpoint of z. We picture z as an

arrow that goes from z1 to z2.

DEFINITION 39.2. @vector space W , @z P W 2, vec z :“ z2 ´ z1.

That is, for any arrow z in a vector space, the vector of z is

( the endpoint of z ) minus ( the footpoint of z ),

and is denoted by vec z.

DEFINITION 39.3. Let W be a vector space and let y, z P W 2. Then

y|||z in W means: vec y “ vec z.

We indicate y|||z by saying “y is a translate of z” or “z is a translate

of y” or “y and z are translates (of each other)”.

For example, let z :“ p p4, 6q , p8, 5q q P pR2q2. Then z is an arrow

in R2. The footpoint of z is z1 “ p4, 6q and the endpoint of z is

z2 “ p8, 5q. We sometimes say that z is “footed” at p4, 6q and that

z “ends” at p8, 5q. We picture z as an arrow in a coordiate plane

that runs from the point p4, 6q to the point p8, 5q. The vector of z is

vec z “ p8, 5q ´ p4, 6q “ p4,´1q. Let v :“ vec z, so v “ p4,´1q. In

our picture, the arrow z should be labeled “z” and not “v”. However,

the vector of an arrow is often thought of as its most important data,

and so people sometimes do label an arrow with its vector. Note that

z runs v1 “ 4 units. Note that z rises v2 “ ´1 units (i.e., falls 1 unit).

Note that v1 “ pz2´ z1q1 “ pz2q1´pz1q1 “ p8, 5q1´p4, 6q1 “ 8´ 4 “ 4.

Note that v2 “ pz2´z1q2 “ pz2q2´pz1q2 “ p8, 5q2´p4, 6q2 “ 5´6 “ ´1.
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We searched for an arrow y P R2 footed at the origin p0, 0q s.t. y|||z.

We found that there is only one solution: y “ p p0, 0q , p4,´1q q.

DEFINITION 39.4. Let W be a vector space and let f : R 99K W .

Then SAf : R2 99K W 2 and SVf : R2 99K W are defined by

pSAf qps, tq “ p fpsq , fptq q and

pSVf qps, tq “ r fptq s ´ r fpsq s.

Note that pSVf qps, tq is the vector of the arrow pSAf qps, tq. The

notations SA and SV stand for “secant arrow” and “secant vector”.

We visualized a path of a particle f : R 99K R2 in a coordinate plane.

We marked one point as fpsq and another as fptq. We drew the secant

arrow between them. We labeled it as pSAf qps, tq. We commented

that it might sometimes be labeled as pSVf qps, tq, or, equivalently, as

rfptqs ´ rfpsqs. We noted that pSVf qps, tq “ pfTs qpt ´ sq and that

pDQf qps, tq “ rpSVf qps, tqs{rt´ss. Thus, we can connect secant vectors

with double translates and difference quotients.

DEFINITION 39.5. Let W be a normed vector space, f : R 99K W .

Then TAf : R 99K W 2 and TVf : R 99K W are defined by

pTAf qptq “ p fptq , rfptqs ` rf 1ptqs q and

pTVf qptq “ f 1ptq.

Note that pTVf qptq is the vector of the arrow pTAf qptq. The notations

TA and TV stand for “tangent arrow” and “tangent vector”.

We visualized a path of a particle f : R 99K R2 in a coordinate plane.

We marked a point as fptq. We drew the velocity arrow at that point.

We labeled it as pTAf qptq. We commented that it might sometimes

be labeled as pTVf qps, tq, or, equivalently, as f 1ptq. We noted that

TVf “ f 1. The notation TVf is redundant; generally, f 1 is preferred.

We posed the Mean Value Question: Let f : r0, 1s Ñ R2 be c/d.

Does there necessarily exist c P pa, bq s.t. f 1pcq “ pDQf qp0, 1q? Note

that f 1pcq “ pTVf qpcq and that

pDQf qp0, 1q “
pSVf qp0, 1q

1´ 0
“ pSVf qp0, 1q.

So, an equivalent question is: does there necessarily exist c P pa, bq

s.t. pTVf qpcq “ pSVf qp0, 1q? Since pTVf qpcq “ vecppTAf qpcqq and since

pSVf qp0, 1q “ vecppSAf qp0, 1q, we form yet another equivalent question:
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does there necessarily exist c P pa, bq s.t. pTAf qpcq|||pSAf qp0, 1q? That

is, is there a tangent arrow that is a translate of the secant arrow?

We answered this question in the negative, showing the path of a

partcle in the plane such that the only point where the two arrows

could possibly be translates didn’t work because one of the arrows ran

in the opposite direction of the other.

So, if we want to generalize the Mean Value Theorem from R 99K R
to R 99K R2, then we will need to discuss what it means for two arrows

to be parallel, a weaker condation than being translates. We begin

by defining parallel for vectors, and will define parallel for arrows later.

DEFINITION 39.6. Let W be a vector space and let u, v P W . Then

u||v in W means: tu, vu is linearly dependent in W .

We indicate u||v by saying “u is a parallel to v” or “v is parallel

to u” or “u and v are parallel (to each other)”.

For example, p3, 4q||p6, 8q in R2. Also, p2, 3q||p0, 0q||p1, 4q in R2, but

we have: NOT ( p2, 3q || p1, 4q in R2 ).

Let W be a vector space. Then, @u, v P R, we have

[ u||v ] iff [ ( u P Rv ) or ( v P Ru ) ].

Unassigned homework: @u, v, v1 P W , if Rv “ Rv1, then

[ u||v ] iff [ u||v1 ].

We extend the definition of parallel to arrows in a vector space W :

DEFINITION 39.7. Let W be a vector space, and let y, z P W 2.

Then y||z means: pvec yq || pvec zq.

We now begin to look for simple tests that tell us whether two vectors

in a vector space are parallel. We start with the slope function on

vectors in R2.

DEFINITION 39.8. Define sl : R2 99K R by sl v “ v2{v1.

Here, “sl” stands for “slope”. Note that slp0, 1q “ /, and that

domrsls “ Rˆ0 ˆ R. We extend the definition of slope to arrows in R2:

DEFINITION 39.9. Define asl : pR2q2 99K R by asl z “ slpvec zq.

Here, “asl” stands for “arrow slope”.

While Definition 39.7 and Definition 39.9 are natural, and are often

used in conversation (or intuition), it typically turns out that, in formal
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proofs, arrows are often not of great importance. When we convert a

conversation or an intuitive ”picture of a proof” into the formal proof,

the arrow is usually forgotten and only its vector is needed.

Recall: For all k P N, the zero vector in the vector space Rk is

denoted by 0k “ 0Rk “ p0, . . . , 0q P Rk.

The following is the slope test for parallel arrows in R2:

FACT 39.10. Let u, v P R2. Then

[ u||v ] ô [ ( u “ 02 ) or ( u “ 02 ) or ( slu “ sl v ) ].

Proof. Unassigned HW. �

This test is simple to implement, if you are given u and v, but, to

use it in a proof often requires breaking the proof into three cases. A

better test comes from determinant, which we now describe:

First, note that p3, 4q||p6, 8q in R2. The numbers 3, 4, 6, 8 can be put

into an array
„

3 4

6 8



,

and, if you know about determinants, then you’ll know that the deter-

minant of this array is 3 ¨ 8´ 6 ¨ 4 “ 0. The idea is that, in general, by

checking a dterminant, we can tell whether two vectors are parallel. So

we need to define matrices and to talk about the simplest kinds of de-

terminants, and then we can develop our determinant test for parallel

vectors.

DEFINITION 39.11. Let S be a set and let k, ` P N. Then Skˆ` :“

Sr1..ksˆr1..`s.

That is, Skˆ` is the set of all functions r1..ks ˆ r1..`s Ñ S. For any

M P Skˆ`, we have M : r1..ks ˆ r1..`s Ñ S. For any M P Sk, for any

i P r1..ks, for any j P r1..`s, we typically denote Mpi, jq by Mij or Mi,j,

and call Mij the “i, j entry of z”.

DEFINITION 39.12. Let S be a set and let k, ` P N. For all i P

r1..ks, for all j P r1..`s, let xij P S. Then
»

—

–

x11 ¨ ¨ ¨ x1`
...

...

xk1 ¨ ¨ ¨ xk`

fi

ffi

fl

P Skˆ`
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is defined by
»

—

–

x11 ¨ ¨ ¨ x1`
...

...

xk1 ¨ ¨ ¨ xk`

fi

ffi

fl

ij

“ xij.

For example,

„

3 4

6 8



“

¨

˚

˚

˝

p1, 1q ÞÑ 3

p1, 2q ÞÑ 4

p2, 1q ÞÑ 6

p2, 2q ÞÑ 8

˛

‹

‹

‚

P Rr1..2sˆr1..2s “ R2ˆ2.

We can also form a “matrix of vectors”, e.g.,
„

p3, 4q

p6, 8q



“

ˆ

p1, 1q ÞÑ p3, 4q

p1, 2q ÞÑ p6, 8q

˙

P pR2
q
2ˆ1.

It is not hard to set up a bijection R2ˆ2 ãÑą pR2q2ˆ1, so the two sets

R2ˆ2 and pR2q2ˆ1 are very closly related. Typically, a determinant

function is set up with domain R2ˆ2, but it turns out that, for what

we want, it’s more convenient to work in pR2q2ˆ1, as follows:

DEFINITION 39.13. Define Det : pR2q2ˆ1 Ñ R by

Det

„

pa, bq

pc, dq



“ ad´ bc.

So, for example,

Det

„

p3, 4q

p6, 8q



“ 3 ¨ 4´ 6 ¨ 8 “ 0.

The following is the determinant test for parallel arrows in R2:

FACT 39.14. Let u, v P R2. Then

pu || v q ô

ˆ

Det

„

u

v



“ 0

˙

.

Proof. Unassigned HW. �

FACT 39.15. Let w P R2. Then Det

„

w

w



“ 0.

Proof. Det

„

w

w



“ w2w1 ´ w1w2 “ 0. �
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REMARK 39.16. Let u, v, w P R2. Then

Det

„

u´ v

w



“

ˆ

Det

„

u

w

˙

´

ˆ

Det

„

v

w

˙

.

Proof. We have

Det

„

u´ v

w



“ pu´ vq1 ¨ w2 ´ pu´ vq2 ¨ w1

“ pu1 ´ v1q ¨ w2 ´ pu2 ´ v2q ¨ w1

“ pu1w2 ´ v1w2q ´ pu2w1 ´ v2w1q

“ pu1w2 ´ u2w1q ´ pv1w2 ´ v2w1q

“

ˆ

Det

„

u

w

˙

´

ˆ

Det

„

v

w

˙

,

as desired. �

DEFINITION 39.17. Let w P R2. Then Det

„

‚

w



: R2
Ñ R is

defined by

ˆ

Det

„

‚

w

˙

pvq “ Det

„

v

w



.

For exmaple, let L :“ Det

„

‚

p4, 7q



. Then: @x, y P R,

Lpx, yq “ Det

„

px, yq

p4, 7q



“ 7x´ 4y.

Note that L : R2 Ñ R is continuous and linear. The choice of p4, 7q is

irrelevant to that continuity and linearity:

FACT 39.18. Let w P R2. Then the function Det

„

‚

w



: R2
Ñ R is

both continuous and linear.

Proof. Unassigned HW. �

REMARK 39.19. Let V and W be normed vector spaces. Assume

V ‰ t0V u. Let L : V Ñ W be continuous and linear. Let f : R 99K V .

Let t P domrf 1s. Then pL ˝ fq1ptq “ Lpf 1ptqq.

The assumption that V ‰ t0V u is, of course, very tame. However,

if we drop it, then Remark 39.19 can fail: Say V “ t0V u, W “ R,

f “ C0V
t2u : R 99K V , L “ C0

V : V Ñ W and t “ 2. Then: f 1ptq “ 0V ,

and so Lpf 1ptqq “ 0, but L˝f “ C0
t2u : R 99K W , and so pL˝fq1ptq “ /.
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In the case V “ W “ R and, for simplicity, domrf 1s “ R, we

can prove Remark 39.19 from the Chain Rule (Theorem 32.8). For

example, suppose: @x P R, Lpxq “ 5x. Then Lpf 1ptqq “ 5 ¨ rf 1ptqs.

Differentiating L, we see: @x P R, L1pxq “ 5. Then L1pfptqq “ 5. The

Chain Rule gives pL ˝ fq1ptq “ rL1pfptqqs ¨ rf 1ptqs. Then

pL ˝ fq1ptq “ rL1pfptqqs ¨ rf 1ptqs

“ 5 ¨ rf 1ptqs “ Lpf 1ptqq,

as desired. To prove Remark 39.19 in general:

Proof. By Remark 31.5, domrf 1s Ď LPDRf . As t P domrf 1s Ď LPDRf ,

by (2) of Remark 31.3, it suffices to show: SStL˝f Ñ Lpf 1ptqq near 0.

For all h P R, we have

pSStL˝f qphq “
rpL ˝ fqpt` hqs ´ rpL ˝ fqptqs

h

“
rLpfpt` hqqs ´ rLpfptqqs

h

“
L p rfpt` hqs ´ rfptqs q

h

“ L

ˆ

rfpt` hqs ´ rfptqs

h

˙

“ LppSStf qphqq “ pL ˝ pSStf qqphq.

Then SStL˝f “ L ˝ pSStf q.

Since t P domrf 1s, by Lemma 31.4, we get: SStf Ñ f 1ptq near 0. So,

since L is continuous at f 1ptq, by HW#60 from Fall 2017, we conclude

that L ˝ pSStf q Ñ Lpf 1ptqq near 0. So, since SStL˝f “ L ˝ pSStf q, this

yields SStL˝f Ñ Lpf 1ptqq near 0, as desired. �

COROLLARY 39.20. Let V and W be normed vector spaces. As-

sume V ‰ t0V u. Let S Ď R and let f : R 99K V be c/d on S. Let

L : V Ñ W be continuous and linear. Then both of the following hold:

(1) L ˝ f is c/d on S and

(2) @t P IntRS, pL ˝ fq1ptq “ Lpf 1ptqq.

Proof. Let S0 :“ IntRS. Since f is c/d on S, we get: S Ď dctrf s

and S0 Ď domrf 1s. Then, for all t P S0, we have t P domrf 1s, so,

by Remark 39.19, pL ˝ fq1ptq “ Lpf 1ptqq. This proves (2). It remains

to prove that (1) is true; that is, we wish to show:

(A) L ˝ f is continuous on S and
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(B) L ˝ f is differentiable on S0.

Proof of (A): We wish to show: @t P S, L ˝ f is continuous at t. Let

t P S be given. We wish to show: L ˝ f is continuous at t.

We have t P S Ď dctrf s. That is, f is continuous at t. Since

t P dctrf s Ď domrf s and since f : R 99K V , we get fptq P V . So, since

L : V Ñ W is continuous, we conclude that L is continuous at fptq.

Since f is continuous at t and L is continuous at fptq, we conclude,

by Theorem 22.1, that L ˝ f is continuous at t. End of proof of (A).

Proof of (B): We wish to show: @t P S0, L ˝ f is differentiable at t.

Let t P S0 be given. We wish to show: L ˝ f is differentiable at t.

Since t P S0 Ď domrf 1s and f 1 : R 99K V , we get f 1ptq P V . Thus

f 1ptq P V “ domrLs, so Lpf 1ptqq ‰ /, and so, by (2), pL ˝ fq1ptq ‰ /.

Thus, L ˝ f is differentiable at t. End of proof of (B). �

Next time we will prove the Cauchy Mean Value Theorem. After

that, we will prove L’Hospital’s Rule. Then we’ll use that to prove the

higher order derivative tests (second derivative test, third derivative

test, fourth derivative test, etc).

40. Class 14 on 6 March 2018, Tu of Week 8

Recall: Let W be a vector space and let u, v P W . Then u}v means:

[ tu, vu is linearly dependent in W ], i.e., [ ( u P Rv ) or ( v P Ru ) ].

Assigned HW#8-1.

Recall: For all v P R2, sl v “ v2{v1.

Assigned HW#8-2.

Recall: For all u, v P R2, Det

„

u

v



“ u1v2 ´ v2u1.

Assigned HW#8-3.

Recall: For all w P R2, Det

„

‚

w



: R2
Ñ R is continuous and linear.

Also, recall both of the following:

(1) @w P R2, Det

„

w

w



“ 0.

(2) @u, v, w P R2, Det

„

u´ v

w



“

ˆ

Det

„

u

w

˙

´

ˆ

Det

„

v

w

˙

.
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Finally, recall Corollary 39.20:

COROLLARY 40.1. Let V and W be normed vector spaces. Assume

V ‰ t0V u. Let S Ď R and let f : R 99K V be c/d on S. Let L : V Ñ W

be continuous and linear. Then both of the following hold:

(1) L ˝ f is c/d on S and

(2) @t P IntRS, pL ˝ fq1ptq “ Lpf 1ptqq.

The following is called the Cauchy Mean Value Theorem:

THEOREM 40.2. Let f : R 99K R2 and let a, b P R. Assume a ă b.

Assume f is c/d on ra, bs. Then Dc P pa, bq s.t. f 1pcq } pSVf qpa, bq.

Proof. Let w :“ pSVf qpa, bq. We wish to show: Dc P pa, bq s.t. f 1pcq }w.

Let L :“ Det

„

‚

w



. Let φ :“ L ˝ f . By Corollary 39.20,

(1) φ is c/d on ra, bs and

(2) @t P pa, bq, φ1ptq “ Lpf 1ptqq.

By linearity of L, we have Lprfpbqs´rfpaqsq “ rLpfpbqqs´rLpfpaqqs.

Also, by definition of SVf , we have SVf pa, bq “ rfpbqs ´ rfpaqs. Then

rφpbqs ´ rφpaqs “ rpL ˝ fqpbqs ´ rpL ˝ fqpaqs

“ rLpfpbqqs ´ rLpfpaqqs

“ Lprfpbqs ´ rfpaqsq

“ LppSVf qpa, bqq

“ Lpwq “ Det

„

w

w



“ 0.

Then φpaq “ φpbq. So, by (1) above combined with Rolle’s Theorem

(Theorem 34.3), choose c P pa, bq s.t. φ1pcq “ 0. We want: f 1pcq }w.

By (2) above, Lpf 1pcqq “ φ1pcq. Then

Det

„

f 1pcq

w



“ Lpf 1pcqq “ φ1pcq “ 0,

so, by HW#8-3, f 1pcq }w, as desired. �

REMARK 40.3. Let X, Y , Z be topological spaces. Let φ : X 99K Y
and ψ : X 99K Z. Let q P X, s P Y and t P Z. Assume that φ Ñ s

near q and that ψ Ñ t near q. Then pφ, ψq Ñ ps, tq near q.
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Proof. We want: @W P NYˆZps, tq, DA P Nˆ
X pqq s.t. pφ, ψq˚pAq Ď W .

Given W P NYˆZps, tq. Want: DA P Nˆ
X pqq s.t. pφ, ψq˚pAq Ď W .

By Fact 29.1, choose U P NY psq and V P NZptq s.t. U ˆ V Ď W .

Since φ Ñ s near q, choose B P Nˆ
X pqq s.t. φ˚pBq Ď U . Since ψ Ñ t

near q, choose C P NX ˆ pqq s.t. ψ˚pCq Ď V . Then B X C Q Nˆ
X pqq.

Let A :“ B X C. We wish to show: pφ, ψq˚pAq Ď W .

Unassigned HW: Show pφ, ψq˚pAq Ď rφ˚pAqs ˆ rψ˚pAqs. Then we

have pφ, ψq˚pAq Ď rφ˚pAqs ˆ rψ˚pAqs Ď U ˆ V Ď W , as desired. �

Assigned HW#8-4.

REMARK 40.4. Let X, Y and Z be topological spaces. Assume that

Y and Z are both Hausdorff. Let φ : X 99K Y and let ψ : X 99K Z.

Let q P LPDXpφ, ψq. Then lim
q
pφ, ψq “˚ p lim

q
φ , lim

q
ψ q.

Proof. Let L :“ lim
q
pφ, ψq and letR :“ p lim

q
φ , lim

q
ψ q. We wish to show:

rR ‰ /s ñ rL “ Rs. Assume: R ‰ /. We wish to show: L “ R.

Let s :“ lim
q
φ and t :“ lim

q
ψ. Then R “ ps, tq. So, since R ‰ /, we

get: s ‰ / ‰ t. We want to show that lim
q
pφ, ψq “ ps, tq.

Since Y and Z are both Hausdorff, it follows that Y ˆZ is Hausdorff.

So, since q P LPDXpφ, ψq, by Remark 25.19, we see that it suffices

to show that pφ, ψq Ñ ps, tq near q.

Since lim
q
φ “ s and lim

q
ψ “ t, by Remark 25.18, we have φÑ s near

q and ψ Ñ t near q. Then, by Remark 40.3, pφ, ψq Ñ ps, tq near q. �

Assigned HW#8-5.

LEMMA 40.5. Let x, y : R 99K R and let S Ď R. Assume x and y

are both c/d on S. Then both of the following hold:

(1) px, yq is c/d on S and

(2) @p P IntRS, px, yq1ppq “ px1ppq , y1ppq q.

Proof. Let S0 :“ IntRS. We wish to show:

(A) px, yq is continuous on S,

(B) @p P S0, px, yq1ppq “ px1ppq , y1ppq q.

(C) px, yq is differentiable on S0.

Proof of (A): We wish to show: @p P S, px, yq is continuous at p. Let

p P S be given. We wish to show: px, yq is continuous at p.
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Since x and y are both c/d on S, we know that x and y are both

continuous on S. Then x and y are both continuous at p, and so,

by HW#8-4, px, yq is continuous at p. End of proof of (A).

Proof of (B): Let p P S0 be given. We want: px, yq1ppq “ px1ppq, y1ppqq.

By HW#8-5, it suffices to show: p P LPDRpx, yq. By (A), we

have S Ď dctrpx, yqs. So, since dctrpx, yqs Ď domrpx, yqs, we get

S Ď domrpx, yqs. Then LPRS Ď LPRpdomrpx, yqsq. Then

p P S0 “ IntRS Ď LPRS Ď LPRpdomrpx, yqsq “ LPDRpx, yq,

as desired. End of proof of (B).

Proof of (C): We wish to show: @p P S0, px, yq is differentiable at p.

Let p P S be given. We wish to show: px, yq is differentiable at p.

Since x and y are both c/d on S, we know that x and y are both

differentiable on S0. Then x and y are both differentiable at p. Then

xppq ‰ / ‰ yppq. Then pxppq, yppqq ‰ /. So, by (B), px, yq1ppq ‰ /.

Then px, yq is differentiable at p. End of proof of (C). �

Recall (Definition 29.6): @α, β P R, we defined:

rα|βs :“ rmintα, βu , maxtα, βu s.

Similarly:

DEFINITION 40.6. Let α, β P R. Assume that α ‰ β. Then we

define pα|βq :“ pmintα, βu , maxtα, βu q.

The following is analogous to Definition 34.4.

DEFINITION 40.7. Let x, y : R 99K R. Then DQx,y : R ˆ R Ñ R
is defined by

DQx,ypp, qq “
r ypqq s ´ r yppq s

rxpqqs ´ rxppqs
.

Let x, y : R 99K R. The function DQx,y is symmetric, i.e., we have:

@p, q P R, pDQx,yqpp, qq “ pDQx,yqpq, pq. Also, DQx,y is undefined

on the diagonal, i.e., @p P R, pDQx,yqpp, pq “ /.

Let x, y : R 99K R. Let f :“ px, yq : R 99K R2. For all p, q P R,

pSAf qpp, qq “ p fppq , fpqq q “ p pxppq, yppqq , pxpqq, ypqqq q,

and so

pSVf qpp, qq “ p rxpqqs ´ rxppqs , rypqqs ´ ryppqs q,

and so pDQx,yqpp, qq “ sl p pSVf qpp, qq q. (Recall: sl is “slope”.)
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Let i :“ idR : RÑ R. For any f : R 99K R, we have DQf “ DQi,f .

We will call the next result the Cauchy Mean Value Corollary.

THEOREM 40.8. Let x, y : R Ñ R and let α, β P R. Assume

that α ‰ β. Assume that x and y are both c/d on rα|βs. Assume:

@s P pα|βq, x1psq ‰ 0. Then there exists c P pα|βq s.t.

py1{x1qpcq “ pDQx,yqpα, βq.

Proof. By symmetry of DQx,y, we have pDQx,yqpα, βq “ pDQx,yqpβ, αq.

Let a :“ mintα, βu, b :“ maxtα, βu. Then a ă b. Also,

‚ pa, bq P t pα, βq , pβ, αq u,

‚ pDQx,yqpa, bq “ pDQx,yqpα, βq,

‚ x and y are both c/d on ra, bs and

‚ @s P pa, bq, x1psq “ 0.

We wish to show: Dc P pa, bq s.t. py1{x1qpcq “ pDQx,yqpa, bq.

Let f :“ px, yq : R 99K R2. By (1) of Lemma 40.5, f is c/d on ra, bs.

By the Cauchy Mean Value Theorem (Theorem 40.2) choose c P pa, bq

s.t. f 1pcq } pSVf qpa, bq. We wish to show py1{x1qpcq “ pDQx,yqpa, bq.

As f 1pcq } pSVf qpa, bq, by HW#8-2, at least one of the following holds:

(a) f 1pcq “ 02 or

(b) pSVf qpa, bq “ 02 or

(c) sl p f 1pcq q “ sl p pSVf qpa, bq q.

By (2) of Lemma 40.5, f 1pcq “ px1pcq, y1pcqq. By assumption, we

know for all s P pα|βq, that x1psq ‰ 0. So, since c P pa, bq, we get

x1pcq ‰ 0. Then f 1pcq ‰ 02, so (a) is false. By (1) of Corollary 34.10,

we conclude that x|ra, bs is 1-1. So, since a ‰ b, we get xpaq ‰ xpbq.

Then fpaq “ pxpaq , ypaq q ‰ pxpbq , ypbq q “ fpbq. Then

pSVf qpa, bq “ rfpbqs ´ rfpaqs ‰ 02.

Then (b) is false. Since (a) and (b) are both false, (c) must be true.

That is, we have: sl p f 1pcq q “ sl p pSVf qpa, bq aq. Then

py1{x1qpcq “
y1pcq

x1pcq
“ sl p px1pcq , y1pcq q “ sl p f 1pcq q

“ sl p pSVf qpa, bq q “ sl p rfpbqs ´ rfpaqs q

“ sl p p rxpbqs ´ rxpaqs , rypbqs ´ rypaqs q q

“
rypbqs ´ rypaqs

rxpbqs ´ rxpaqs
“ pDQx,yqpa, bq,
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as desired. �

We next aim to use the Cauchy Mean Value Corollary (Theorem 40.8)

to prove L’Hospital’s Rule, and to use that to get the asymptotic results

needed to prove the higher order derivative tests.

We require some preliminaries. First, we have:

41. Class 15 on 8 March 2018, Th of Week 8

Spring Break is next week (12-16 March).

Midterm 2 is two weeks from today (Thursday 22 March).

DEFINITION 41.1. Let Y be a topological space, let Z be a set,

let f, g : Y 99K Z and let p P Y . Then f follows g near p means:

@V P Nˆ
Y ppq, DU P Nˆ

Y ppq s.t. f˚pUq Ď g˚pV q.

LEMMA 41.2. Let Y and Z be toplogical spaces. Let f, g : Y 99K Z.

Let p P Y and let q P Z. Assume: g Ñ q near p. Assume: f follows g

near p. Then: f Ñ q near p.

Proof. We wish to show: @W P NZpqq, DU P NY ppq s.t. f˚pUq Ď W .

Let W P NZpqq be given. We want: DU P NY ppq s.t. f˚pUq Ď W .

As g Ñ q near p, choose V P Nˆ
Y ppq s.t. g˚pV q Ď W . As f follows g

near p, choose U P Nˆ
Y ppq s.t. f˚pUq Ď g˚pV q. Want: f˚pUq Ď W .

We have f˚pUq Ď g˚pV q Ď W , as desired. �

LEMMA 41.3. Let Y , Z be toplogical spaces, and f, g : Y 99K Z, and

p P LPDY f . Assume: ( Z is Hausdorff ) and ( f follows g near p ).

Then lim
p
f “

˚ lim
p
g.

Proof. Let L :“ lim
p
f and R :“ lim

p
g. Want: pR ‰ /q ñ pL “ Rq.

Assume: R ‰ /. Want: L “ R. That is, we want to prove: lim
p
f “ R.

Since p P LPDY f and since Z is Hausdorff, by Remark 25.19, it suffices

to show that f Ñ R near p.

Since lim
p
g “ R ‰ /, by Remark 25.18, we have g Ñ R near p. So,

since f follows g near p, it follows, from Lemma 41.2 (with q replaced

by R), that f Ñ R near p, as desired. �

Recall:

‚ @set A, @p, Aˆp :“ Aztpu,

‚ @set S of sets, @p, Sˆˆp :“ tAˆp |A P Su,
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‚ @topological space Y , @p P Y , Nˆ
Y ppq :“ rNY ppqs

ˆˆ
p and

‚ @metric space Y , @p P Y , BˆY ppq :“ rBY ppqsˆˆp .

DEFINITION 41.4. For any set A, for any p, A`p :“ AY tpu.

DEFINITION 41.5. Let S be a set of sets. Then, for any p, we

define S``p :“ tA`p |A P Su.

FACT 41.6. Let Y be a top. space, p P Y . Then rNˆ
Y ppqs

``
p “ NY ppq.

Proof. Omitted. �

FACT 41.7. Let Y be a metric space, p P Y . Then rBˆY ppqs``p “BY ppq.

Proof. Omitted. �

LEMMA 41.8. Let Y be a topological space, p P Y , B be a neighbor-

hood base at p in Y . Let Z be a set, f, g : Y 99K Z. Assume that:

@V P Bˆˆp , DU P Nˆ
Y ppq s.t. f˚pUq Ď g˚pV q. Then f follows g near p.

Proof. We want: @W P Nˆ
Y ppq, DU P Nˆ

Y ppq s.t. f˚pUq Ď g˚pW q. Let

W P Nˆ
Y ppq be given. We want: DU P Nˆ

Y ppq s.t. f˚pUq Ď g˚pW q.

Since W`
p P NY ppq and since B is a neighborhood base at p in Y ,

choose V P B s.t. V Ď W`
p . Since V P B, it follows that V ˆp P Bˆˆp .

Then, by assumption, choose U P Nˆ
Y ppq s.t. f˚pUq Ď g˚pV

ˆ
p q. Since

V Ď W`
p , it follows that V ˆp Ď pW`

p q
ˆ
p . So, since pW`

p q
ˆ
p “ Wˆ

p Ď W ,

we get V ˆp Ď W , and so g˚pV
ˆ
p q Ď g˚pW q.

Then f˚pUq Ď g˚pV
ˆ
p q Ď g˚pW q, as desired. �

REMARK 41.9. Let Y be a metric space, and let p P Y . Then

(1) @U, V P BY ppq, U X V P tU, V u,

(2) @U, V P BˆY ppq, U X V P tU, V u,

(3) BY ppq Ď NY ppq and

(4) BˆY ppq Ď Nˆ
Y ppq.

Proof. Unassigned HW. �

REMARK 41.10. Let p P R, A P BˆR ppq and t P A. Then pp|tq Ď A.

Proof. We have A`p P BRppq, so choose α ą 0 s.t. A`p “ BRpp, αq. Then

t P A “ pA`p q
ˆ
p “ pBRpp, αqq

ˆ
p “ p pp´ α, p` αq qˆp

“ pp´ α, p` αqztpu “ pp´ α, pq Y pp, p` αq.

Then one of the following must hold:
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(1) t P pp´ α, pq or

(2) t P pp, p` αq.

Case (1): Since t ă p, we get pp|tq “ pt, pq. Since p ´ α ă t, we get

pt, pq Ď pp´ α, pq. Then

pp|tq “ pt, pq Ď pp´ α, pq Ď pp´ α, pq Y pp, p` αq “ A,

as desired. End of Case (1).

Case (2): Since p ă t, we get pp|tq “ pp, tq. Since t ă p ` α, we get

pp, tq Ď pp, p` αq. Then

pp|tq “ pp, tq Ď pp, p` αq Ď pp´ α, pq Y pp, p` αq “ A,

as desired. End of Case (2). �

LEMMA 41.11. Let p P R and let A P BˆR ppq. Let Z be a set and

let f, g : R 99K Z. Assume that A Ď domrf s. Assume that: @t P A,

Ds P pp|tq s.t. gpsq “ fptq. Then f follows g near p.

Proof. Because BRppq is a neighborhood base at p in R and because

rBRppqs
ˆ
p “ BˆR ppq, by Lemma 41.8 (with Y replaced by R, and B by

BRppq), we wish to show: @V P BˆR ppq, DU P N
ˆ
R ppq s.t. f˚pUq Ď g˚pV q.

Let V P BˆR ppq be given. We want: DU P Nˆ
R ppq s.t. f˚pUq Ď g˚pV q.

Since A, V P BˆR ppq, by (2) of Remark 41.9, we get A X V P tA, V u.

So, since tA, V u Ď BˆR ppq, we see that A X V P BˆR ppq. By (4) of Re-

mark 41.9, BˆR ppq Ď Nˆ
R ppq. Then A X V P Nˆ

R ppq. Let U :“ A X V .

We want: f˚pUq Ď g˚pV q. We wish to show: @t P domrf s,

r t P U s ñ r fptq P g˚pV q s.

Let t P domrf s be given. We wish to show:

r t P U s ñ r fptq P g˚pV q s.

Assume: t P U . We want: fptq P g˚pV q.

We have t P U “ A X V Ď A. So, by assumption, choose s P pp|tq

s.t. gpsq “ fptq. As t P domrf s, fptq ‰ /. Then gpsq “ fptq ‰ /,

so s P domrgs. We have U “ A X V P BˆR ppq. So, since t P U ,

by Remark 41.10 (with A replaced by U), we get pp|tq Ď U . Then

s P pp|tq Ď U “ AX V Ď V . So, since s P domrgs, we get gpsq P g˚pV q.

Then fptq “ gpsq P g˚pV q, as desired. �

LEMMA 41.12. Let p P R, x : R 99K R. Assume that x is continuous

at p and that xppq “ 0. Let y : R 99K R. Let A P BˆR ppq and assume

that A Ď domry1{x1s. Then A Ď domry{xs.
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Proof. Want: @t P A, t P domry{xs. Given t P A. Want: t P domry{xs.

Since A P BˆR ppq, we get p R A. So, since t P A, we get t ‰ p. Since

t P A Ď domry1{x1s Ď p domrx1s q X p domry1s q(41.1)

Ď p domrxs q X p domrys q,(41.2)

we only need to show that xptq ‰ 0.

By Remark 41.10, pp|tq Ď A. By assumption, x is continuous at p.

Since pp|tq Ď A Ď domrx1s Ď dctrxs, x is continuous on pp|tq. Since

t P A Ď domrx1s Ď dctrxs, x is continuous at t. Then x is continuous

on rp|ts. Since pp|tq Ď A Ď domrx1s, x is differentiable on pp|tq. Then

x is c/d on rp|ts. Let I :“ rc|ts. Then x is c/d on I.

As IntRI “ pp|tq Ď A Ď domry1{x1s, we know: @s P IntRI, x1psq ‰ 0.

Then x1˚pIntRIq ą 0. So, by (1) of Corollary 34.10, x|I is 1-1. So,

since t, p P rp|ts “ I and since t ‰ p, it follows that xptq ‰ xppq.

By assumption, xppq “ 0. Then xptq ‰ 0, as desired. �

DEFINITION 41.13. Let Y be a topological space, p P Y . Then

N ˝
Y ppq :“ rNY ppqs Y rNˆ

Y ppqs. For any U Ď Y , by U is a possibly

punctured neighborhood of p in Y we mean: U P N ˝
Y ppq.

REMARK 41.14. Let Y be a topological space, p P Y , U Ď Y . Then:

r U P N ˝
Y ppq s ô r U`p P NY ppq s ô r Uˆp P Nˆ

Y ppq s.

Proof. Unassigned HW. �

REMARK 41.15. Let Y be a metric space, p P Y , U Ď Y . Then:

r U P N ˝
Y ppq s ô r DA P BˆY ppq s.t. A Ď U s.

Proof. Unassigned HW. �

REMARK 41.16. Let p P R and A P BˆR ppq. Then p P LPRA.

Proof. Unassigned HW. �

The following is L’Hospital’s Rule, continuous version

THEOREM 41.17. Let x, y : R 99K R and let p P R. Assume:

(1) domry1{x1s P N ˝
Rppq,

(2) x and y are continuous at p, and

(3) xppq “ 0 “ yppq.

Then lim
p
py{xq “˚ lim

p
py1{x1q.
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Proof. Since domry1{x1s P N ˝
Rppq, by Remark 41.15, choose A P BˆR ppq

s.t. A Ď domry1{x1s. Then, by Lemma 41.12, we have A Ď domry{xs.

Let f :“ y{x, g :“ y1{x1. Then A Ď domrf s. Want: lim
p
f “

˚ lim
p
g.

By Lemma 41.16, p P LPRA. Since A Ď domrf s, LPRA Ď LPDRf .

Since p P LPRA Ď LPDRf , and since R is Hausdorff, by Lemma 41.3,

it suffices to show that f follows g near p. Then, by Lemma 41.11, we

wish to show: @t P A, Ds P pp|tq s.t. gpsq “ fptq. Let t P A be given.

We wish to show: Ds P pp|tq s.t. gpsq “ fptq.

By Theorem 40.8 (with α replaced by p, β by t and c by s), choose

s P pp|tq s.t. py1{x1qpsq “ pDQx,yqpp, tq. We want: gpsq “ fptq.

We have

gpsq “ py1{x1qpsq “ pDQx,yqpp, tq

“
ryptqs ´ ryppqs

rxptqs ´ rxppqs
“

ryptqs ´ 0

rxptqs ´ 0
“

yptq

xptq

“ py{xqptq “ fptq,

as desired. �

THEOREM 41.18. Let Y , Z be topological spaces, φ, ψ : Y 99K Z.

Let p P Y . Let A P BˆY ppq. Assume φ “ ψ on A. Then lim
p
φ “ lim

p
ψ.

Proof. It suffices to show: LIMS
p

φ “ LIMS
p

ψ. Want:

(1) LIMS
p

φ Ď LIMS
p

ψ and

(2) LIMS
p

φ Ě LIMS
p

ψ.

Proof of (1): We wish to show: @q P LIMS
p

φ, q P LIMS
p

ψ. Let

q P LIMS
p

φ be given. We wish to show: q P LIMS
p

ψ. Since q P LIMS
p

φ,

we get φ Ñ q near p. We wish to show: ψ Ñ q near p. We wish

to show: @W P NZ , DU P Nˆ
Y ppq s.t. ψ˚pUq Ď W . Let W P NZ be

given. We wish to show: DU P Nˆ
Y ppq s.t. ψ˚pUq Ď W .

Since φ Ñ q near p, choose V P Nˆ
Y ppq s.t. φ˚pV q Ď W . Since

A P Nˆ
Y ppq and V P Nˆ

Y ppq, it follows that A X V P Nˆ
Y ppq. Let

U :“ AX V . We wish to show: ψ˚pUq Ď W .

Since U “ A X V Ď A and since φ “ ψ on A, it follows that

φ˚pUq “ ψ˚pUq. Since U “ A X V Ď V , we get φ˚pUq Ď φ˚pV q. Then

ψ˚pUq “ φ˚pUq Ď φ˚pV q Ď W , as desired. End of proof of (1).

Proof of (2): Unassigned HW, similar to (1). End of proof of (2). �
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The following is L’Hospital’s Rule, limit version

THEOREM 41.19. Let f, g : R 99K R and let p P R. Assume:

(A) domrg1{f 1s P N ˝
Rppq and

(B) lim
p
f “ 0 “ lim

p
g.

Then lim
p
pg{fq “˚ lim

p
pg1{f 1q.

Proof. Let x :“ adj0pf , y :“ adj0pg. Then x and y are both contin-

uous at p. Also, xppq “ 0 “ yppq. Let U :“ Rˆp . Then U is

open in R and U P Nˆ
R ppq. As x “ f on U , by HW#3-4, we have:

x1 “ f 1 on U . As y “ g on U , by HW#3-4, we have: y1 “ g1 on U .

Then y{x “ g{f on U . Also, y1{x1 “ g1{f 1 on U . Then, by Theo-

rem 41.18, we get lim
p
py{xq “ lim

p
pg{fq and lim

p
py1{x1q “ lim

p
pg1{f 1q. Let

S :“ domry1{x1s, T :“ domrg1{f 1s. Since y1{x1 “ g1{f 1 on U , it fol-

lows that S X U “ T X U . By assumption, T P N ˝
Rppq. So, since

U P Nˆ
R ppq, we get T X U P Nˆ

R ppq. So, since T X U “ S X U Ď S, we

get S P N ˝
Rppq. That is, domry1{x1s P N ˝

Rppq. Then, by Theorem 41.17,

we have lim
p
py{xq “˚ lim

p
py1{x1q. So, since lim

p
py{xq “ lim

p
pg{fq and

lim
p
py1{x1q “ lim

p
pg1{f 1q, we get lim

p
pg{fq “˚ lim

p
pg1{f 1q, as desired. �

After Spring Break, we will discuss the necessity of the hypotheses

to Theorem 41.17 and Theorem 41.19. We will also show how to use

L’Hospital’s Rule to prove the “fourth derivative test”.

Then we will begin analysis on functions of more than one variable.

42. Class 16 on 20 March 2018, Tu of Week 9

Midterm on Thursday 22 March.

Recall: Let S be a set and let W be a vector space. Then W S is a

vector space under the linear operations given by

pf ` gqpxq “ rfpxqs ` rgpxqs and

pcfqpxq “ c ¨ rfpxqs.

DEFINITION 42.1. Let V and W be vector spaces. Then

LpV,W q :“ t T P W V
| T is linear u.

REMARK 42.2. Let V and W be vector spaces. Then LpV,W q is a

vector subspace of W V .
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Proof. Unassigned HW. �

DEFINITION 42.3. For any vector space X,

TX :“ topen subsets of Xu, and

T c
X :“ tclosed subsets of Xu.

For any metric space X, dX denotes the metric on X. For any normed

vector space V , | ‚ |V denotes the norm on V .

DEFINITION 42.4. Let V be a normed vector space. Then

SV :“ tu P V s.t. |u|V “ 1u,

BV :“ tx P V s.t. |x|V ă 1u and

BV :“ tx P V s.t. |x|V ď 1u.

FACT 42.5. Let V be a nonzero normed vector space and let x P V .

Then there exists a ě 0 and u P SV s.t. x “ au.

Proof. Let a :“ |x|V . We wish to show: Du P SV s.t. x “ au.

One of the following must be true:

(1) a “ 0 or

(2) a ‰ 0.

Case (1): Since V ‰ t0V u, choose y P V zt0V u. Let b :“ |y|V . Since

y ‰ 0V , we get b ‰ 0. Then |y{b|V “ |y|V {b “ b{b “ 1, so y{b P SV .

Let u :“ y{b. We wish to show: x “ au.

Since |x|V “ a “ 0, we have x “ 0V . Then x “ 0V “ 0 ¨ u “ au, as

desired. End of Case (1).

Case (2): Since |x{a|V “ |x|V {a “ a{a “ 1, we get x{a P SV . Let

u :“ x{a. We wish to show: x “ au.

We have x “ a ¨ px{aq “ au, as desired. End of Case (2). �

For any metric space X, let BX :“ BdX be the set of balls in X.

Recall (Definition 23.1): Let X be a metric space and let A Ď X.

Then A is bounded in X means: DB P BX s.t. A Ď B.

The next lemma will be called the Recentering Up Lemma.

LEMMA 42.6. Let X be a metric space, let B P BX and let p P X.

Then DC P BXppq such that B Ď C.

Proof. Choose q P X and r ą 0 s.t. B “ BXpq, rq. Let s :“ dXpp, qq.

Let C :“ BXpp, r`sq. Then C P BXppq, and we wish to prove: B Ď C.

We want: @z P B, z P C. Let z P B be given. We want: z P C.
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Since z P B “ BXpq, rq, we get dXpz, qq ă r. By the triangle in-

equality, dXpz, pq ď rdXpz, qqs ` rdXpq, pqs. So, since dXpz, qq ă r and

dXpq, pq “ dXpp, qq “ s, we get dXpz, pq ă r`s. Then z P BXpp, r`sq.

That is z P C, as desired. �

DEFINITION 42.7. Let V be a normed vector space and let A Ď V .

Then |A|V :“ t|x|V s.t. x P Au.

REMARK 42.8. Let V be a normed vector space and let A Ď V .

Then: ( A is bounded in V ) ô ( sup |A|V ă 8 )

Proof. Proof of ñ: Assume A is bounded in V . Want: sup |A|V ă 8.

Choose x P V and r ą 0 s.t. A Ď BV px, rq. By the Recentering Up

Lemma (Lemma 42.6), choose s ą 0 s.t. BV px, rq Ď BV p0V , sq. Then

A Ď BV px, rq Ď BV p0V , sq Ď BV p0V , sq, so |A|V Ď |Bp0V , sq|V .

Then |A|V Ď |Bp0V , sq|V ď s, so sup |A|V ď s. End of proof of ñ.

Proof of ð: Assume sup |A|V ă 8. Want: A is bounded in V .

Let s :“ sup |A|V . Then |A|V ď s, and so we have A Ď BV p0V , sq.

Let B :“ BV p0V , s` 1q. Since B P BV and since

A Ď BV p0V , sq Ď BV p0V , s` 1q “ B,

we conclude that A is bounded in V . End of proof of ð. �

DEFINITION 42.9. Let V and W be normed vector spaces and let

T P LpV,W q. Then

E``T :“ T˚pSV q,

pT :“ sup |E``T |W and

qT :“ inf |E``T |W .

Let V and W be normed vector spaces and let T P LpV,W q. For

clarity, we sometimes write E``VWT for E``T . For clarity, we sometimes

write pTVW for pT . For clarity, we sometimes write qTVW for qT .

DEFINITION 42.10. Let V and W be normed vector spaces and let

T P LpV,W q. Then

(1) T is bounded means: pT ă 8,

(2) T is bounded below means: qT ą 0,

(3) @K ě 0, T is K-bounded means: pT ď K, and

(4) @ε ą 0, T is ε-bounded below means: qT ě ε.
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Assigned HW#9-1 and HW#9-2.

HW#9-1 is a quantified equivalence for K-bounded. Here’s another:

REMARK 42.11. Let V , W be normed vector spaces, T P LpV,W q,

K ě 0. Then: r T is K-bounded s ô r @u P SV , |Tu|W ď K s.

Proof. Unassigned HW. �

Assigned HW#9-3.

REMARK 42.12. Let Y and Z be metric spaces. Let f : Y 99K Z be

Lipschitz. Let A Ď Y be bounded. Then f˚pAq is bounded in Z.

Proof. Choose K ą 0 s.t. f is K-Lipschitz. Since A is bounded in Y ,

choose x P Y and r ą 0 s.t. A Ď BY px, rq. By HW#9-3, we have

f˚pAq Ď BZpfpxq, Krq. Then f˚pAq is bounded in Z, as desired. �

Assigned HW#9-4.

Recall: Let M and N be metric spaces and let f : M 99K N . Then:

p f is Lipschitz q ñ p f is uniformaly continuous q

ñ p f is continuous q.

THEOREM 42.13. Let V and W be normed vector spaces and let

T P LpV,W q. Then the following are all equivalent:

(1) T is continuous at 0V .

(2) T is bounded.

(3) T is Lipschitz.

(4) T is uniformly continuous.

(5) T is continuous.

Proof. It suffices to show:

(1) ñ (2) ñ (3) ñ (4) ñ (5) ñ (1).

By HW#9-4, (1)ñ(2). By HW#9-1, (2)ñ(3). Since Lipschitz im-

plies uniformly continuous, we have (3)ñ(4). Since uniformly contin-

uous implies continuous, we have (4)ñ(5). Want: (5)ñ(1).

Since 0V P V “ domrT s, we have (5)ñ(1), as desired. �

We now return to L’Hospital’s Rule.

Recall Remark 41.15: Let Z be a metric space, S Ď Z, p P Z. Then:

r S P N ˝
Zppq s ô r Dδ ą 0 s.t. BˆZ pp, δq Ď S s.
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Recall our last version of L’Hospital’s Rule:

THEOREM 42.14. Let f, g : R 99K R and let p P R. Assume:

(A) Dδ ą 0 s.t. BˆR pp, δq Ď domrg1{f 1s and

(B) lim
p
f “ 0 “ lim

p
g.

Then lim
p
pg{fq “˚ lim

p
pg1{f 1q.

In the proof given, you should take lim
p

to mean pR˚,R˚q- lim
p

. So,

for exmaple, if lim
p
pg1{f 1q “ 8, then lim

p
pg{fq “ 8.

We next address the question of whether, in Theorem 42.14, we can

replace ““˚” by ““”, and the answer is no: Define gˆ : R 99K R by

gˆptq “ t2 ¨ rsinpt´3qs. Let f :“ idR : R Ñ R and let g :“ adj00pgˆq :

R Ñ R. We have studied g before, and we leave it as an unassigned

exercise to show that

lim
0
pg{fq “ 0 and lim

0
pg1{f 1q “ /.

Thus the contingency on the equality in Theorem 42.14 is needed.

We next address whether, in Theorem 42.14, we can replace (A) by

(A’) p P LPDRpg
1{f 1q,

and the answer is no: Let p :“ 0. In class, we described piecewise

linear functions f and g such that (A’) and (B) hold, but

lim
0
pg{fq “ 1 and lim

0
pg1{f 1q “ 0.

Specifically: take any decreasing sequence a P RN such that a‚ Ñ 0.

Define g to be

1 on ra1|a2s, 1{2 on ra3|a4s, 1{3 on ra5|a6s, etc.

linear on ra2|a3s, linear on ra4|a5s, etc..

Then define f to be

1 at a1, 1{2 on ra2|a3s, 1{3 on ra4|a5s, etc.

linear on ra1|a2s, linear on ra3|a4s, etc.

We graphed g{f , and observed that lim
0
pg{fq “ 1, although we did not

write out a full symbolic proof. We noted that

domrg1{f 1s “ pa1|a2q Y pa3|a4q Y pa5|a6q Y ¨ ¨ ¨ .

We noted also that ( @t P domrg1{f 1s, pg1{f 1qptq “ 0 ). From this, we

have: 0 P LPDRpg
1{f 1q and lim

0
pg1{f 1q “ 0.
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We call Theorem 42.14 the “0{0 near p version of L’Hospital’s Rule”.

We wish to state the “8{p´8q near p` version of L’Hospital’s Rule”.

First, we define right handed limits, denoted lim
p`

.

DEFINITION 42.15. Let Y be a topological space, let φ : R˚ 99K Y
and let p P R. Then

(1) @q P Y , by φÑ q near p`, we mean:

@V P NY pqq, Dδ ą 0 s.t., @x P domrφs,

r p ă x ă p` δ s ñ r φpxq P V s,

(2) LIMS
p`

φ :“ t q P Y |φÑ q near p` u and

(3) lim
p`

φ :“ ELTpLIMS
p`

φq.

The following is the 8{p´8q near p` version of L’Hospital’s Rule:

THEOREM 42.16. Let f, g : R 99K R and let p P R. Assume:

(A) Dδ ą 0 s.t. pp, p` δq Ď domrg1{f 1s and

(B) lim
p`

f “ ´8 and lim
p`

g “ 8.

Then lim
p`
pg{fq “˚ lim

p`
pg1{f 1q.

Proof. Omitted. �

The following is the p´8q{8 near ´8 version of L’Hospital’s Rule:

THEOREM 42.17. Let f, g : R 99K R. Assume:

(A) DN P R s.t. p´8, Nq Ď domrg1{f 1s and

(B) lim
´8

f “ 8 and lim
´8

g “ ´8.

Then lim
´8
pg{fq “˚ lim

´8
pg1{f 1q.

Proof. Omitted. �

The following is the 0{0 near p` version of L’Hospital’s Rule:

THEOREM 42.18. Let f, g : R 99K R and let p P R. Assume:

(A) Dδ ą 0 s.t. pp, p` δq Ď domrg1{f 1s and

(B) lim
p`

f “ 0 and lim
p`

g “ 0.

Then lim
p`
pg{fq “˚ lim

p`
pg1{f 1q.

Proof. Omitted. �
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Theorem 42.14 is the “0{0 near p version of L’Hospital’s Rule”. We

can replace “0{0” by any of the following:

0{0, 8{8 p´8q{8 8{p´8q p´8q{p´8q.

We can replace “near p” by any of the following:

near ´8, near p´, near p, near p`, near 8.

Thus we obtain 5 ˆ 5 “ 25 different versions of L’Hospital’s Rule, all

of them true. In all of them, lim means pR˚,R˚q- lim.

We can’t prove all 25 versions, for lack of time. The five 0{0 versions

are not so hard to prove, and we’ll indicate how below. The proofs

of the other 20 are similar, in that they are based on the Cauchy Mean

Value Corollary (Theorem 40.8). However, they are technically more

complicated than the proofs of the 0{0 versions.

Currently (21 March 2018), all 25 proofs are unified into one in the

Wikipedia article “L’Hôpital’s rule”, in the section “General proof”.

FACT 42.19. Let h : R 99K R. Let η : p0,8q 99K R be defined by

ηptq “ hp1{tq. Then both of the following are true:

(1) lim
8

h “ lim
0`

η and

(2) @t P p0,8q, η1ptq “ ´
h1p1{tq

t2
.

Proof. Unassigned HW. �

Assigned HW#9-5.

Hint: Theorem 42.18 and Fact 42.19 are both useful in HW#9-5.

43. Class 17 on 27 March 2018, Tu of Week 10

Recall (Fact 42.5): Let V be a nonzero normed vector space, x P V .

Then there exists a ě 0 and u P SV s.t. x “ au.

Recall: Let V and W be normed vector spaces, T P LpV,W q. Then

(1) T is bounded means: pT ă 8,

(2) T is bounded below means: qT ą 0,

(3) @K ě 0, T is K-bounded means: pT ď K, and

(4) @ε ą 0, T is ε-bounded below means: qT ě ε.

Assigned HW#10-1.

HW#10-1 is a quant. equiv. for ε-bounded below. Here’s another:
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REMARK 43.1. Let V , W be normed vector spaces, T P LpV,W q,

and ε ą 0. Then: rT is ε-bounded below s ô r @u P SV , |Tu|W ě ε s.

Proof. Unassigned HW. �

Let V be a vector space, let | ‚ | P N pV q and let K ě 0. We define

K| ‚ | : V Ñ r0,8q by pK| ‚ |qpvq “ K|v|. Note:

r K ą 0 s ñ r K| ‚ | P N pV q s.

For any vector space V , for any | ‚ |, } ‚ } P N pV q, for any K ą 0, by

| ‚ | ď K} ‚ }, we mean: @x P V , |x| ď K}x}.

REMARK 43.2. Let V be a vector space, let | ‚ |, }‚} P N pV q and let

K ą 0. Let I :“ idV : V Ñ V . Let V 1 :“ pV, | ‚ |q and V 2 :“ pV, } ‚ }q.

Then: r | ‚ | ď K} ‚ } s ô r I : V 2 Ñ V 1 is K-bounded s.

Proof. Proof of ñ: Assume that | ‚ | ď K} ‚ }. We wish to prove:

I : V 2 Ñ V 1 is K-bounded. We want: @x P V 2, |Ipxq|V 1 ď K|x|V 2 .

Let x P V 2 be given. We want to show: |Ipxq|V 1 ď K|x|V 2 .

Because | ‚ | ď K} ‚ }, we get |x| ď K}x}. Also, Ix “ idV pxq “ x.

Then |Ix|V 1 “ |x|V 1 “ |x| ď K}x} “ K|x|V 2 . End of proof of ñ.

Proof of ð: Assume that I : V 2 Ñ V 1 is K-bounded. We wish

to prove: | ‚ | ď K} ‚ }. We want to show: @x P V , |x| ď K}x}. Let

x P V be given. We want to prove: |x| ď K}x}.

As I : V 2 Ñ V 1 isK-bounded, |Ix|V 1ďK|x|V 2 . Also, Ix“ idV pxq“x.

Then |x| “ |x|V 1 “ |Ix|V 1 ď K|x|V 2 “ K}x}. End of proof of ð. �

DEFINITION 43.3. Let V be a vector space and let |‚|, }‚} P N pV q.
Then, by | ‚ | ăă } ‚ }, we mean: DK ą 0 s.t. | ‚ | ď K} ‚ }.

REMARK 43.4. Let V be a vector space and let | ‚ |, } ‚ } P N pV q.
Let I :“ idV : V Ñ V . Let V 1 :“ pV, | ‚ |q and V 2 :“ pV, } ‚ }q. Then:

r | ‚ | ăă } ‚ } s ô r I : V 2 Ñ V 1 is bounded s.

Proof. Proof of ñ: Assume that | ‚ | ăă } ‚ }. We wish to show that:

I : V 2 Ñ V 1 is bounded.

Since | ‚ | ăă } ‚ }, choose K ą 0 s.t. | ‚ | ď K} ‚ }. Then, by ñ

of Remark 43.2, I : V 2 Ñ V 1 is K-bounded. Then I : V 2 Ñ V 1 is

bounded. End of proof of ñ.

Proof of ð: Assume: I : V 2 Ñ V 1 is bounded. Want: | ‚ | ăă } ‚ }.

Let J :“ pIV 2,V 1 . Since I : V 2 Ñ V 1 is bounded, we get J ă 8. Then

J P r0,8q. Let K :“ J ` 1. Then K ą 0. Want: | ‚ | ď K} ‚ }.
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Since pIV 2,V 1 “ J ă K, it follows that I : V 2 Ñ V 1 is K-bounded.

Then, by ð of Remark 43.2, | ‚ | ď K} ‚ }. End of proof of ð. �

Recall: Let m P N. Then:

(1) @p ě 1, define |‚|m,p P N pRmq by |x|m,p “ r|x1|
p`¨ ¨ ¨`|xm|

ps1{p,

&(2) define | ‚ |8,p P N pRmq by |x|8,p “ maxt|x1|, . . . , |xm|u.

For all p P r1,8s, for all x P Rm, in the notation |x|m,p, we often omit

the subscript m, and write |x|p. The standard norm on Rm is | ‚ |2.

We drew pictures in R2 of S|‚|8 and S|‚|2 and S|‚|1 . We observed:

B|‚|8 Ě B|‚|2 Ě B|‚|1 Ě r1{2s ¨B|‚|8 “ B2|‚|8 .

By the “compensation principle” (big norms have small balls and small

norms have big balls), we concluded:

| ‚ |8 ď | ‚ |2 ď | ‚ |1 ď 2| ‚ |8.

More precisely: | ‚ |2,8 ď | ‚ |2,2 ď | ‚ |2,1 ď 2| ‚ |2,8.

Assigned HW#10-2.

From HW#10-2, we concluded: @m P N,

| ‚ |m,8 ăă | ‚ |m,2 ăă | ‚ |m,1 ăă | ‚ |m,8.

DEFINITION 43.5. Let V be a vector space and let |‚|, }‚} P N pV q.
Then, by | ‚ | « } ‚ }, we mean: both | ‚ | ăă } ‚ } and } ‚ } ăă | ‚ |.

Let V be a vector space, | ‚ |, } ‚ } P N pV q. Then, by | ‚ | and } ‚ }

are equivalent, we mean: | ‚ | « } ‚ }.

From HW#10-2, we see: @m P N, | ‚ |m,8 « | ‚ |m,2 « | ‚ |m,1. We

will eventually show that, on any finite dimensional vector space, any

two norms are equivalent.

REMARK 43.6. Let V be a vector space, let Z be a set and let p P Z.

Let µ : V 99K Z. Then domrµpp` ‚qs “ pdomrµsq ´ p.

Proof. Unassigned HW. �

LEMMA 43.7. Let φ, ψ : R 99K R. Let q P LPDRpψ{φq. Then

lim
q
pψ{φq “˚ rlim

q
ψs{rlim

q
φs.

Proof. Unassigned HW. Hint: Use Theorem 20.6. �

Assigned HW#10-3, HW#10-4 and HW#10-5.

We will call the next result Easy L’Hospital’s Rule.
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THEOREM 43.8. Let f , g : R 99K R, and let p P LPDRpg{fq.

Assume: fppq “ 0 “ gppq. Then: lim
p
pg{fq “˚ rg1ppqs{rf 1ppqs.

Proof. Let R :“ rg1ppqs{rf 1ppqs. Want: lim
p
pg{fq “˚ R.

Let λ :“ pg{fqpp ` ‚q. Then, by Remark 43.6, we conclude that

domrλs “ pdomrg{f sq ´ p. It follows that LPDRλ “ pLPDRpg{fqq ´ p.

By assumption, p P LPDRpg{fq. Then 0 “ p´ p P LPDRλ.

By HW#10-3, we have lim
0
λ “ lim

p
pg{fq. We want: lim

0
λ “˚ R.

Let φ :“ SSpf , ψ :“ SSpg . Then f 1ppq “ lim
0
φ and g1ppq “ lim

0
ψ.

Also φp0q “ / and ψp0q “ /. Then pψ{φqp0q “ /. By assumption,

fppq “ 0 “ gppq. Then rgppqs{rfppqs “ /. Then

λp0q “ pg{fqpp` 0q “ pg{fqppq “ rgppqs{rfppqs “ /.

Then λp0q “ / “ pψ{φqp0q. For all h P Rˆ0 , we have:

λphq “ pg{fqpp` hq “
gpp` hq

fpp` hq

“
rgpp` hqs ´ rgppqs

rfpp` hqs ´ rfppqs

“
p rgpp` hqs ´ rgppqs q { h

p rfpp` hqs ´ rfppqs q { h

“
pSSpg qphq

pSSpf qphq
“

ψphq

φphq
“ pψ{φqphq.

So, since λp0q “ pψ{φqp0q, we see that λ “ ψ{φ on R. Since R is

a common superdomain of λ and ψ{φ, we conclude that λ “ ψ{φ.

Then 0 P LPDRλ “ LPDRpψ{φq. Then, by Lemma 43.7, we have

lim
0
pψ{φq “˚ rlim

0
ψs{rlim

0
φs. Then

lim
0
λ “ lim

0

ψ

φ
“
˚

lim
0
ψ

lim
0
φ

“
g1ppq

f 1ppq
,

as desired. �

The tame hypothesis in Theorem 41.19 reads: domrg1{f 1s P N ˝
Rppq.

The tame hypothesis in Theorem 43.8, p P LPDRpg{fq, is weaker, and

this means that there are times when Theorem 43.8 can be used even

though Theorem 41.19 cannot.

However, care is required, because the conclusion of Theorem 43.8

is also weaker, in a substantial way. In particular, in Theorem 43.8,
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if f 1ppq “ 0, we get no information whatsoever. By contrast, in The-

orem 41.19, the contingent equality has lim
p
pg1{f 1q on the right hand

side, and, even if the denominator f 1 is approaching zero, one can

still hope to show that the limit lim
p
pg1{f 1q exists, possibly by applying

L’Hospital’s Rule a second time, and studying lim
p
pg2{f2q.

DEFINITION 43.9. Let X be a top. space, f : X 99K R, p P X.

By f has a local unique max at p in X, we mean: DV P NXppq s.t.

p V Ď domrf s q and p fppq ą f˚pV
ˆ
p q q.

By f has a local unique min at p in X, we mean: DV P NXppq s.t.

p V Ď domrf s q and p fppq ă f˚pV
ˆ
p q q.

The next result is the Asymptotic Opimization Th’m for umin.

THEOREM 43.10. Let Y be a topological space. Let f, g : Y 99K R.

Let p P IntDY pf, gq. Assume:

(1) fppq “ 0 “ gppq,

(2) f{g Ñ 1 near p and

(3) f has a local unique minimum at p in Y .

Then g has a local unique minimum at p in Y .

Proof. Let D :“ domrpf, gqs. Then

p P IntDY pf, gq “ IntY pdomrpf, gqsq “ IntYD,

so, by HW#3-1, we conclude that D P NY ppq.

By (2), choose U P Nˆ
Y ppq s.t., @t P domrg{f s,

r t P U s ñ r | rpg{fqptqs ´ 1 | ă 1{2 s.

Note that U`p P NY ppq and that pU`p q
ˆ
p “ U .

By (3), choose V P NY ppq such that

r V Ď domrf s s and r f˚pV
ˆ
p q ą fppq s.

Want: DW P NY ppq such that

r W Ď domrgs s and r g˚pW
ˆ
p q ą gppq s.

Let W :“ D X pU`p q X V . Then W P NY ppq and we want:

r W Ď domrgs s and r g˚pW
ˆ
p q ą gppq s.
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We have W Ď D “ domrpf, gqs Ď domrgs. Want: g˚pW
ˆ
p q ą gppq. We

want: @y P g˚pW
ˆ
p q, y ą gppq. Given y P g˚pW

ˆ
p q. Want: y ą gppq.

Since y P g˚pW
ˆ
p q, choose t P Wˆ

p such that y “ gptq. Because

W :“ DX pU`p q X V and pU`p q
ˆ
p “ U , we get Wˆ

p “ pD
ˆ
p q XU X pV

ˆ
p q.

Then t P Dˆp and t P U and t P V ˆp . Since t P Dˆp Ď D “ domrpf, gqs,

it follows both that t P domrf s and that t P domrgs.

By assumption, fppq “ 0 “ gppq. Since t P domrf s and t P V ˆp , we

get fptq P f˚pV
ˆ
p q. Then fptq P f˚pV

ˆ
p q ą fppq “ 0, so fptq ą 0.

Since t P domrf s and t P domrgs and fptq ‰ 0, we conclude that

t P domrg{f s. So, since t P U , by the choice of U , it follows that

| rpg{fqptqs ´ 1 | ă 1{2. Then 1´ p1{2q ă pg{fqptq ă 1` p1{2q. Then

gptq

fptq
“ pg{fqptq ą 1´ p1{2q “ 1{2.

So, since fptq ą 0, we get gptq ě r1{2s ¨ rfptqs. So, since fptq ą 0, we

get gptq ą 0. Then y “ gptq ą 0 “ gppq, as desired. �

REMARK 43.11. Let γ : R 99K R and let q P R. Then pγ´Cq
Rq
1 “ γ1.

Proof. Unassigned HW. �

Recall Remark 41.16:

REMARK 43.12. Let p P R and let A P BRppq. Then p P LPRpA
ˆ
p q.

Proof. Unassigned HW. �

The following is called the Fourth Derivative Test for umin.

THEOREM 43.13. Let γ : R 99K R and let p P IntDRpγ
3q. Assume

(1) 0 “ γ1ppq “ γ2ppq “ γ3ppq and

(2) 0 ă γ4ppq ‰ /.

Then γ has a local unique minimum at p.

Proof. Next class. �

44. Class 18 on 29 March 2018, Th of Week 10

We recalled:

‚ the Asmptotic Optimization Theorem for umin (Theorem 43.10)

‚ Easy L’Hospital’s Rule (Theorem 43.8)

‚ various HW problems (HW#10-3, HW#10-4, HW#10-5)

‚ various remarks (Remark 43.6, Remark 41.16, Remark 43.11)
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Here is a restatement of L’Hospital’s Rule for 0/0 near p (Theo-

rem 41.19):

THEOREM 44.1. Let f, g : R 99K R and let p P R. Assume:

(A) A P Bp s.t. Aˆp Ď domrg1{f 1s and

(B) lim
p
f “ 0 “ lim

p
g.

Then lim
p
pg{fq “˚ lim

p
pg1{f 1q.

The following is called the Fourth Derivative Test for umin.

THEOREM 44.2. Let γ : R 99K R and let p P IntDRpγ
3q. Assume

(1) 0 “ γ1ppq “ γ2ppq “ γ3ppq and

(2) 0 ă γ4ppq ‰ /.

Then γ has a local unique minimum at p.

Proof. Let q :“ γppq and g :“ γ ´ Cq
R. Then gppq “ 0. By Re-

mark 43.11, g1 “ γ1. Then g2 “ γ2, g3 “ γ3, g4 “ γ4. Then

p P IntDRpg
3q. Also,

(A) 0 “ gppq “ g1ppq “ g2ppq “ g3ppq and

(B) 0 ă g4ppq ‰ /.

By HW#10-5, we wish to show: g has a local unique minimum at p.

Let σ :“ r1{24srg4ppqs. Define f : RÑ R by fptq “ σpt´ pq4. Since

σ ą 0, it follows that f has a local unique minimum at p, Because

domrg3s Ď domrgs “ domrpf, gqs, we get IntDRpg
3q Ď IntDRpf, gq.

So, since p P IntDRpg
3q, we conclude that p P IntDRpf, gq. So, since

fppq “ 0 “ gppq and since f has a local unique minimum at p, by the

Asmptotic Optimization Theorem for umin (Theorem 43.10), it suffices

to show: g{f Ñ 1 near p. It therefore suffices to show: limp pg{fq “ 1.

For all t P R, we have

fptq “ σpt´ pq4,

f 1ptq “ 4σpt´ pq3,

f2ptq “ 12σpt´ pq2,

f3ptq “ 24σpt´ pq and

f4ptq “ 24σ.
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Then f4ppq “ g4ppq “ 24σ ‰ 0, so rg4ppqs{rf4ppqs “ 1. We have

domrf 1s “ domrf2s “ domrf3s “ R. Also, we have

tt P R | f 1ptq “ 0u “ tpu,

tt P R | f2ptq “ 0u “ tpu and

tt P R | f3ptq “ 0u “ tpu

Then

domrg1{f 1s “ pdomrg1sqˆp ,

domrg2{f2s “ pdomrg2sqˆp and

domrg3{f3s “ pdomrg3sqˆp .

By assumption, p P IntDRpg
3q. That is, p P IntRpdomrg3sq. By

HW#10-4, choose A P BRppq such that A Ď domrg3s. Then

A Ď domrg3s Ď domrg2s Ď domrg1s,

so

Aˆp Ď pdomrg3sqˆp Ď pdomrg2sqˆp Ď pdomrg1sqˆp .

That is,

Aˆp Ď domrg3{f3s Ď domrg2{f2s Ď domrg1{f 1s.

Then, by three applications of Theorem 44.1, we have

lim
0
pg{fq “

˚ lim
0
pg1{f 1q “

˚ lim
0
pg2{f2q “

˚ lim
0
pg3{f3q.

It therefore suffices to show: lim
0
pg3{f3q “ 1.

By Remark 43.12, p P LPRpA
ˆ
p q. Since Aˆp Ď domrg3{f3s, we get

LPRpA
ˆ
p q Ď LPRpdomrg3{f3sq. Then

p P LPRpA
ˆ
p q Ď LPRpdomrg3{f3sq “ LPDRpg

3
{f3q.

Also, f3ppq “ 0 “ g3ppq. Then, by Easy L’Hospital’s Rule (Theo-

rem 43.8, with f replaced by f3 and g by g3), we conclude that

lim
p
pg3{f3q “

˚
rg4ppqs{rf4ppqs.

Recall that rg4ppqs{rf4ppqs “ 1. Then

lim
p
pg3{f3q “

˚
rg4ppqs{rf4ppqs “ 1 ‰ /,

so lim
p
pg3{f3q “ 1, as desired. �
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Recall: Let V and W be vector spaces and let T P LpV,W q. Then

kerrT s :“ T ˚pt0W uq.

FACT 44.3. Let V and W be vector spaces and let T P LpV,W q. Then

(1) kerrT s is a vector subspace of V ,

(2) imrT s is a vector subspace of W ,

(3) pT is 1-1 q ô p kerrT s “ t0V u q and

(4) pT is onto W q ô p imrT s “ W q.

Proof. Proof of (1): Unassigned HW. End of proof of (1).

Proof of (2): Unassigned HW. End of proof of (2).

Proof of (3): Proof of ñ: Unassigned HW. End of proof of ñ.

Proof of ð: Assume kerrT s “ t0V u. We wish to show that T is 1-1.

That is, we wish to show: @x, y P V ,

r Tx “ Ty s ñ r x “ y s.

Let x, y P V be given. We wish to show:

r Tx “ Ty s ñ r x “ y s.

Assume Tx “ Ty. We wish to show: x “ y.

We have T px´ yq “ pTxq ´ pTyq “ 0V . Then

x´ y P T ˚pt0V uq “ kerrT s “ t0V u,

so x´ y “ 0V , so x “ y. End of proof of ð. End of proof of (3).

Proof of (4): Unassigned HW. End of proof of (4). �

FACT 44.4. Let V and W be vector spaces and let T P LpV,W q.

Assume that T : V Ñ W is 1-1. Then T´1 P LpimrT s, V q.

Proof. Let Z :“ imrT s and let U :“ T´1. We wish to show: U P

LpZ, V q. Since T : V ãÑą Z, we get U : Z ãÑą V . It remains to show

that U : Z Ñ V is linear. That is, we wish to show:

(1) @a P R, @y P Z, Upayq “ a ¨ rUys, and

(2) @x, y P Z, Upx` yq “ rUxs ` rUys.

Proof of (1): Given a P R, y P Z. We want to show: Upayq “ a¨rUys.

Since T is 1-1, it suffices to show: T pUpayqq “ T pa ¨ rUysq.

Since U “ T´1, we get T pUpayqq “ ay and T pUyq “ y. By linearity

of T , T pa ¨ rUysq “ a ¨ rT pUyqs. Then

T pUpayqq “ ay “ a ¨ rT pUyqs “ T pa ¨ rUysq,

as desired. End of proof of (1).



320 SCOT ADAMS

Proof of (2): Unassigned HW. End of proof of (2). �

Unassigned HW: Let V be a vector space, |‚| P N pV q, K ą 0. Show:

(1) K| ‚ | P N pV q and

(2) BK|‚| “ r1{Ks ¨B|‚|.

Unassigned HW: Let V be a vector space, | ‚ |, } ‚ } P N pV q. Show:

r | ‚ | ď } ‚ } s ô r B|‚| Ě B}‚} s.

Recall (Definition 43.3 and Definition 43.5): Let V be a vector space

and let | ‚ |, } ‚ } P N pV q. Then

(1) | ‚ | ăă } ‚ } means: ( DK ą 0 s.t. | ‚ | ď K} ‚ } ) and

(2) | ‚ | « } ‚ } means: both ( | ‚ | ăă } ‚ } ) and ( } ‚ } ăă | ‚ | ).

Recall (HW#10-2): Let m P N. Then | ‚ |m,1 « | ‚ |m,2 « | ‚ |m,8.

We will eventually show that any two norms on a finite dimensional

vector space are equivalent.

LEMMA 44.5. Let V be a vector space and let | ‚ |, } ‚ } P N pV q.
Assume | ‚ | ăă } ‚ }. Then T|‚| Ď T}‚}.

Proof. We wish to show: @X P T|‚|, X P T}‚}. Let X P T|‚| be given.

We wish to show: X P T}‚}. That is, we wish to show: X P xB}‚}yY.

By Quantified Equivalence for union closure, we wish to show: @p P X,

DU P B}‚} s.t. p P U Ď X. Let p P X be given. We wish to show:

DU P B}‚} s.t. p P U Ď X.

We have X P T|‚| “ xB|‚|yY. Then p P X P xB|‚|yY, so choose W P B|‚|
s.t. p P W Ď X. By the Recentering Down Lemma (Lemma 14.2),

choose V P B|‚|ppq s.t. V Ď W . Since V P B|‚|ppq, choose r ą 0

s.t. V “ B|‚|pp, rq. By assumption | ‚ | ăă } ‚ }, so choose K ą 0

s.t. | ‚ | ď K} ‚ }. Let U :“ B}‚}pp, r{Kq. Then U P B}‚}, and we wish

to show: p P U Ď X.

Because }p ´ p} “ 0 ă r{K, we see that p P B}‚}pp, r{Kq. Then

p P B}‚}pp, r{Kq “ U , and it remains to show: U Ď X. We wish

to show: @q P U , q P X. Let q P U be given. We wish to show q P X.

We have q P U “ B}‚}pp, r{Kq, so }q ´ p} ă r{K, so K}q ´ p} ă r.

Since |‚| ď K}‚}, we get |q´p| ď K}q´p}. Then |q´p| ď K}q´p} ă r,

so q P B|‚|pp, rq. Then q P B|‚|pp, rq “ V Ď W Ď X, as desired. �
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COROLLARY 44.6. Let V be a vector space and let |‚|, }‚} P N pV q.
Assume | ‚ | « } ‚ }. Then T|‚| “ T}‚}.

Proof. Since |‚| « }‚}, we have both |‚| ăă }‚} and }‚} ăă |‚|. Then,

by Lemma 44.5, both T|‚| Ď T}‚}. and T}‚} Ď T|‚|. Then T|‚| “ T}‚}. �

COROLLARY 44.7. Let m P N. Then T|‚|m,1 “ T|‚|m,2 “ T|‚|m,8.

Proof. By HW#10-2, |‚|m,1 « |‚|m,2 « |‚|m,8. Then, by Corollary 44.6,

we get T|‚|m,1 “ T|‚|m,2 “ T|‚|m,8 , as desired. �

Recall: Let m P N. Then the standard topology on Rm is T|‚|m,2 .
Corollary 44.7 asserts that the topologies coming from the two norms

| ‚ |m,1 and | ‚ |m,8 are both equal to the standard topology.

Let V be a finite dimensional vector space. We will eventually show

that any two norms on V are equivalent. So, by Corollary 44.6, we

will be able to conclude that, even though V has many norms, they all

give rise to the one single topology, called the standard topology on V .

This only works in the world of finite dimensional vector spaces. In in-

finite dimensions, there are many norms and many topologies to track,

making it a more complicated subject. Fortunately, undergraduate

mathematics is focused on finite dimensional vector spaces.

Recall: Let V be a normed vector space. Give V its standard topol-

ogy TV . Then TV “ T|‚|V “ xB|‚|V yY. That is, TV is the union-closure

of the set of | ‚ |V -balls in V . By HW#37 from Fall semester, the

map | ‚ |V : V Ñ R is distance-semidecreasing, i.e. 1-Lipschitz. Then

| ‚ |V : V Ñ R is Lipschitz, hence unif. continuous, hence continuous.

REMARK 44.8. Let m P N and give Rm its standard topology. Then

| ‚ |m,1 : Rm Ñ R and

| ‚ |m,2 : Rm Ñ R and

| ‚ |m,8 : Rm Ñ R
are all continuous.

Proof. Let T be the standard topology on Rm. Then T “ T|‚|m,2 , so,

by Corollary 44.7, we have T “ T|‚|m,1 and T “ T|‚|m,8 .

Since T “ T|‚|m,1 , | ‚ |m,1 : Rm Ñ R is continuous.

Since T “ T|‚|m,2 , | ‚ |m,2 : Rm Ñ R is continuous.

It remains to show: | ‚ |m,8 : Rm Ñ R is continuous.

Since T “ T|‚|m,8 , | ‚ |m,8 : Rm Ñ R is continuous, as desired. �
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45. Class 19 on 3 April 2018, Tu of Week 11

Assigned HW#11-1.

DEFINITION 45.1. Let V and W be vector spaces, let f : V 99K W
and let q, u P V . Then SSq,uf : R 99K W is defined by

pSSq,uf qphq “
rfpq ` huqs ´ rfpqqs

h
.

The fn SSpf is the “secant slope function of f at p in direction u”.

DEFINITION 45.2. Let V and W be normed vector spaces, let f :

V 99K W and let u P V . Then Buf : V 99K W is defined by

pBufqpqq “ lim
0
SSq,uf .

The fn Buf is the “directional derivative of f in direction u”.

DEFINITION 45.3. Let m P N, let W be a normed vector space, let

f : Rm 99K W and let j P r1..ms. Let e be the standard ordered basis of

Rm. Then Bjf :“ Bejf .

The function Bjf is called the “jth partial derivative of f”.

We went through three examples showing that: mere existence of di-

rectional derivatives at a point tells us very little, even about continuity

of the function at that point.

First, let V :“ R2 and let S :“ pR ˆ t0uq Y pt0u ˆ Rq be the union

of the coordinate axes in V . Let f :“ χVS : V Ñ R. Then f is not

continuous at 02. However, f is “partial differentiable at 02”, in the

sense that: @j P r1..2s, 02 P domrBjf s.

Second, let V :“ R2 and let S :“ tpx, yq P R2 | py “ x2q&px ą 0qu.

Let f :“ χVS : V Ñ R. Then f is not continuous at 02. However,

the function f is “directional differentiable at 02”, in the sense that:

@u P V , 02 P domrBuf s.

Third, let V :“ R2. We will construct a fuction f : R2 Ñ R that is

“infinitely directional differentiable at every point of R2”, in the sense

that: @k P N, @u1, . . . , uk P V , 02 P domrBu1 ¨ ¨ ¨ Bukf s. The construction

is contained in the following discussion.

Discussion about infinite directional differentiability:

Let V :“ R2. For all k P N, for all s P V k, for all φ : V 99K R, let

Bsφ :“ Bs1 ¨ ¨ ¨ Bskφ. Let S :“ V Y V 2 Y V 3 Y ¨ ¨ ¨ . We will say that a
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function φ : V Ñ R is infinitely directionally differentiable if, for

all s P S, we have domrBsφs “ V .

Choose an infinitely differentiable function g : R Ñ R such that

( g “ 0 on p´8, 1s Y r3,8q ) and ( gp2q “ 1 ) and ( imrgs Ď r0, 1s ).

Define f : V Ñ R by fpx, yq “

#

gpy{x2q, if x ‰ 0;

0, if x “ 0.

FACT 45.4. The function f : V Ñ R is infinitely directionally differ-

entiable, and is discontinuous at 02.

Proof. We define

U :“ tpx, yq P V |x2 ă y ă 3x2u and

u :“ tpx, yq P V |x2 ď y ď 3x2u.

Then 0V “ p0, 0q P u. Also, U is the interior in V of u, so V zU is the

closure in V of V zu. Let Φ be the set of all φ : V Ñ R such that

‚ φ “ 0 on V zU and

‚ for all s P S, Bsφ is continuous on V zt0V u.

Claim 1: f P Φ. Proof of Claim 1: By construction, f “ 0 on V zU .

Let s P S be given. We wish to show that Bsφ is continuous on V zt0V u.

By the Multivariable Chain Rule (to be proved later), @x, y P R, we

have: if x ‰ 0, then Bsf is continuous at px, yq. Let Y :“ tp0, yq|y P Ru
denote the y-axis. Then Bsf is continuous on V zY . It therefore suffices

to show that Bsφ is continuous on Y zt0V u. Let v P Y zt0V u be given.

We wish to show: Bsφ is continuous at v.

Let V0 :“ V zu. We have v P Y zt0V u Ď V zU “ V0. So, since V0 is

open in V , we see that V0 is an open nbd in V of v. Since V0 Ď V zU

and since f “ 0 on V zU , we see that f “ 0 on V0. So, since V0 is open

in V , it follows that Bsφ “ 0 on V0. So, since V0 is an open nbd in V

of v, it follows that Bsφ is continuous at v. End of proof of Claim 1.

Claim 2: Let φ P Φ and let v P V . Then we have pBvφqp0V q “ 0.

Proof of Claim 2: Let L :“ Rv Ď V denote the line through v in V ,

and give L the relative topology inherited from V . Choose a nbd L0

of 0V in L such that L0 Ď V zU . Since φ “ 0 on V zU , we conclude that

φ “ 0 on L0. Then pBvφqp0V q “ 0, as desired. End of proof of Claim 2.

Claim 3: Let φ P Φ, let v P V and let s P S. Then BsBvφ is continuous

on V zt0V u. Proof of Claim 3: Because s P S “ V Y V 2 Y V 3 Y ¨ ¨ ¨ ,

choose k P N such that s P V k. Let t :“ ps1, . . . , sk, vq. Then we
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have t P V k`1 Ď S and Btφ “ BsBvφ. Since φ P Φ, we see that Btφ is

continuous on V zt0V u. Then BsBvφ is continuous on V zt0V u, as desired.

End of proof of Claim 3.

Claim 4: Let φ P Φ and let v P V . Then we have Bvφ P Φ. Proof

of Claim 4: By Claim 3, it suffices to show that Bvφ “ 0 on V zU . Since

φ P Φ, we know that φ “ 0 on V zU . So, since V zu Ď V zU , it follows

that φ “ 0 on V zu. So since V zu is open in V , we see that Bvφ “ 0

on V zu. By Claim 2, pBvφqp0V q “ 0. Let U˚ :“ uzpU Y t0V uq. It

remains to show that Bvφ “ 0 on U˚. Let x P U˚ be given. We wish

to show that pBvφqpxq “ 0.

As φ P Φ and v P V Ď S, we know that Bvφ is continuous on V zt0V u.

We have x P U˚ Ď V zt0V u. Then Bvφ is continuous at x. Also,

x P uzU Ď V zU , and V zU is the closure in V of V zu. Then x is an

element of the closure in V of V zu, so, since Bvφ “ 0 on V zu and since

Bvφ is continuous at x, we get pBvφqpxq “ 0. End of proof of Claim 4.

Claim 5: Let φ P Φ. Then we have: @k P N, @s P V k, Bsφ P Φ.

Proof of Claim 5: We argue by induction on k. By Claim 4, we have:

@s P V , Bsφ P Φ, proving the base case. Let k P N be given and

make the induction assumption: @s P V k, Bsφ P Φ. We wish to show:

@s P V k`1, Bsφ P Φ. Let s P V k`1 be given. We wish to show: Bsφ P Φ.

Let r :“ ps2, . . . , sk`1q P V
k and ψ “ Brφ. Then Bsφ “ Bs1Brφ “ Bs1ψ.

By the induction assumption, Brφ P Φ. That is, we have ψ P Φ. Then,

by Claim 4, Bs1ψ P Φ. Then Bsφ “ Bs1ψ P Φ. End of proof of Claim 5.

Let C :“ tpx, yq P V | y “ 2x2u. By construction, know both that

f “ 1 on Czt0V u and that fp0V q “ 0. Thus f is discontinuous at 0V .

It remains to show that f is infinitely directionally differentiable. Let

s P S be given. We wish to show that domrBsφs “ V .

Since s P S “ V Y V 2 Y V 3 Y ¨ ¨ ¨ , choose k P N such that s P V k.

By Claim 1, we have f P Φ. Then, by Claim 5, we have Bsφ P Φ. Then,

by definition of Φ, we see that domrBsφs “ V , as desired. �

We say a function φ : V Ñ R is directionally differentiable if, for

all v P V , domrBvφs “ V . Recall: f : V Ñ R is defined by

fpvq “

#

gpy{x2q, if x ‰ 0;

0, if x “ 0.

Let σ : V Ñ R be an infinitely differentiable function satisfying σ “ 0

on V zpBp02, 1qq and σp02q “ 1 and imrσs Ď r0, 1s. For all ε ą 0, define
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σε : V Ñ R by σεpxq “ ε ¨ rσpx{εqs; then σε “ 0 on V zpBp02, εqq and

σεp02q “ ε and imrσεs Ď r0, εs. For all ε ą 0, for all p P V , we define

fp,ε : V Ñ R by fp,εpxq “ rσεpx´ pqsrfpx´ pqs; then

‚ fp,ε “ 0 on V zpBpp, εqq,

‚ imrfp,εs Ď r0, εs,

‚ fp,ε is infinitely directionally differentiable and

‚ fp,ε is discontinuous at p.

For any sequence p1, p2, . . . of distinct points in V , there is a sequence

ε1, ε2, . . . of positive real numbers s.t. fp1,ε1 ` fp2,ε2 ` ¨ ¨ ¨ is both direc-

tionally differentiable and discontinuous at each point of tp1, p2, . . .u.

In particular, there is a directionally differentiable g : V Ñ R such that

g is discontinuous at each point of Q2.

A subset S of a topological space X is said to be interior-free in X

if the interior in X of S is empty. A subset S of a topological space X is

said to be meager in X if S is a subset of a countable union of closed

interior-free subsets of X. A subset S of a topological space X is said

to be comeager in X if XzS is meager in X. By the Baire Category

Theorem, for any n P N, any comeager subset of Rn is to be dense

in Rn; in particular, a comeager subset of Rn is nonempty.

For any φ : V Ñ R, define Cφ :“ tx P V |φ is continuous at xu, and

let Dφ :“ V zCφ be the set of points of discontinuity of φ.

FACT 45.5. Let φ : V Ñ R and assume: @i P t1, 2u, domrBiφs “ V .

Then Cφ is comeager in V .

Proof. For all x P R, the maps φpx, ‚q : RÑ R and φp‚, xq : RÑ R are

both differentiable, hence continuous. Then, by e.g., Namioka, Sepa-

rate continuity and joint continuity, Pacific Journal of Mathematics,

Volume 51, Number 2, 1974, we see that Cφ is comeager in V . �

FACT 45.6. Let φ : V Ñ R. Assume: @i, j P t1, 2u, domrBiBjφs “ V .

Then Cφ contains a dense open subset of V .

Proof. Since Dφ “ V zCφ, we wish to show that Dφ is nowhere dense

in V . Let D be the closure in V of Dφ. Let U be the interior in V of D.

We wish to show: U “ H. Assume, for a contradiction, that U ‰ H.

For all j P t1, 2u, let ψj :“ Bjφ. For all i P t1, 2u, domrBiψ1s “ V ,

so, by Fact 45.5, we see that Cψ1 is comeager in V . For all i P t1, 2u,

domrBiψ2s “ V , so, by Fact 45.5, we see that Cψ2 is comeager in V .

Let C :“ Cψ1 X Cψ2 . Then C is comeager in V , so, by the Baire
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Category Theorem, C is dense in V . So, as U is a nonempty open

subset of V , we conclude that C X U ‰ H. Choose x P C X U . Since

x P C “ Cψ1 X Cψ2 , we see that ψ1 and ψ2 are both continuous at x.

For all j P t1, 2u, choose an open neighborhood Uj in U of x such that

ψj is bounded on Uj. Then U1XU2 is an open neighborhood in U of x,

so choose open intervals I, J Ď R such that x P I ˆ J Ď U1XU2. Then

ψ1 and ψ2 are bounded on I ˆ J . That is, B1φ and B2φ are bounded

on IˆJ . Then, by the Mean Value Theorem, φ is continuous on IˆJ .

Let W :“ I ˆ J . Then W Ď Cφ, so W XDφ “ H.

We have both x P I ˆ J “ W and W “ I ˆ J Ď U1 X U2. Also,

U1 Ď U and U2 Ď U . Also, by definition of U , we have U Ď D. Then

x P W Ď U1 XU2 Ď U Ď D. Since I and J are open intervals in R and

since W “ I ˆ J , it follows that W is an open subset of V . So, since

x P W , we see that W is an open neighborhood in V of x. So, since

x P D and sinceD is the closure in V ofDφ, it follows thatWXDφ ‰ H.

However, we showed that W XDφ “ H. Contradiction. �
End of discussion about infinite directional differentiability.

Assigned HW#11-2.

REMARK 45.7. Let m P N, let V :“ pRm, | ‚ |m,1q and let S Ď V .

Assume S is closed and bounded in V . Then S is sequentially compact.

Proof. We wish to show that pS, TV |Sq is sequentially compact.

Let W :“ pRm, | ‚ |m,2q. By HW#10-2, | ‚ |m,2 « | ‚ |m,1. That is,

| ‚ |W « | ‚ |V . Then by Corollary 44.6, TW “ TV . It therefore suffices

to show that pS, TW |Sq is sequentially compact.

By Corollary 24.14, W is proper. So, by Theorem 25.3, it suffices

to show that S is closed and bounded in W . Since S is closed in V and

since TW “ TV , it follows that S is closed in W . It remains to show

that S is bounded in W .

Since | ‚ |W « | ‚ |V , it follows that | ‚ |V ăă | ‚ |W . So, since S is

bounded in V , we see, by HW#11-2, that S is bounded in W . �

COROLLARY 45.8. Let m P N and let V :“ pRm, | ‚ |m,1q. Then SV
is sequentially compact.

Proof. Since SV Ď BV p0, 1q Ď BV p0v, 2q, it follows that SV is bounded

in V . So, by Remark 45.7, it suffices to show that SV is closed in V .

Let f :“ | ‚ |V : V Ñ R. By HW#37 from Fall Semester, the

function f : V Ñ R is distance-semidecreasing. That is, f : V Ñ R
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is 1-Lipschitz. Then f : V Ñ R is Lipschitz, hence uniformly con-

tinuous, hence continuous. So, since t1u is closed in R, we conclude,

from Theorem 28.11, that f˚pt1uq is closed in V . So, because

SV “ t x P V | fpxq “ 1 u “ f˚pt1uq,

it follows that SV is closed in V , as desired. �

Let V and W be normed vector spaces and let T P LpV,W q. Recall:

E``T “ E``VWT “ T˚pSV q,

pT “ pTVW “ sup |E``T |W and

qT “ qTVW “ inf |E``T |W .

Recall:

(1) T is bounded means: pT ă 8,

(2) T is bounded below means: qT ą 0,

(3) @K ě 0, T is K-bounded means: pT ď K, and

(4) @ε ą 0, T is ε-bounded below means: qT ě ε.

Recall: For all K ě 0, we have

r T is K-bounded s ô

r @u P SV , |Tu|W ď K s ô

r @x P V, |Tx|W ď K ¨ |x|V s.

Recall: For all ε ą 0, we have

r T is ε-bounded below s ô

r @u P SV , |Tu|W ě ε s ô

r @x P V, |Tx|W ě ε ¨ |x|V s.

Assigned HW#11-3 and HW#11-4.

LEMMA 45.9. Let V , W be normed vector spaces. Let T : V ãÑą W

be a vector space isomorphism. Assume that T : V Ñ W is bounded.

Then T´1 : W Ñ V is bounded below.

Proof. Since T : V Ñ W is bounded, we have pTVW ă 8. Then
pTVW P r0,8q. Let K :“ ppTVW q ` 1. Then K P p0,8q and T is K-

bounded. Let ε :“ 1{K. Then ε ą 0. We wish to show: T´1 : W Ñ V

is ε-bounded below. We wish to show: @y P W , |T´1pyq|V ě ε ¨ |y|W .

Let y P W be given. We wish to show: |T´1pyq|V ě ε ¨ |y|W . Let

x :“ T´1pyq. Then Tx “ y, and we wish to show: ε ¨ |y|W ď |x|V .
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Since T : V Ñ W is K-bounded, we get: |Tx|W ď K ¨ |x|V . So, since

Tx “ y, we get |y|W ď K ¨ |x|V . So, since ε ą 0, we conclude that

ε ¨ |y|W ď ε ¨K ¨ |x|V . So, since ε ¨K “ 1, we get ε ¨ |y|W ď |x|V . �

Assigned HW#11-5.

Recall: Let W , X be normed vector spaces. Let T P LpW,Xq. Then

r T : W Ñ X is bounded s ô r T : W Ñ X is continuous s.

It may seem, in light of this, that, for linear transformations between

normed vector spaces, the word “bounded” is useless; it can always be

replaced by “continuous”. However, one may then ask, “How continu-

ous?”, and so it’s really K-bounded that is useful, because it gives us

a quantification of continuity.

Let W , X be normed vector spaces. Assume that W is finite dimen-

sional. Let T P LpW,Xq. Then we will eventually show:

r T : W Ñ X is bounded below s ô r T : W Ñ X is 1-1 s.

It may seem, in light of this, that, for linear transformations between

finite dimensional normed vector spaces, the phrase “bounded below”

is useless; it can always be replaced by “injective”. However, one may

then ask, “How injective?”, and so it’s really ε-bounded below that is

useful, because it gives us a quantification of injectivity.

Mostly we will focus on finite dimensional normed vector spaces.

However, we went through one example, just to show how different

things become in the infinite dimensional setting. For all j P N, let

ej :“ χN
tju P RN. Then

e1 “ p 1 , 0 , 0 , 0 , 0 , 0 , 0 , . . . q,

e2 “ p 0 , 1 , 0 , 0 , 0 , 0 , 0 , . . . q,

e3 “ p 0 , 0 , 1 , 0 , 0 , 0 , 0 , . . . q,

e4 “ p 0 , 0 , 0 , 1 , 0 , 0 , 0 , . . . q,
...

Let V :“ xte1, e2, e3, e4, . . .uylin be the set of all finite linear com-

binations of the vectors e1, e2, e3, e4, . . .. For all x P RN, we define

suppx :“ tj P N |xj ‰ 0u. Then, for all x P RN, we have:

r x P V s ñ r #psuppxq ă 8 s.
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So, for example

p0, 0, 0, 2,´1, 0, 8, 0, 0, 0, 0, 0, 0, 0, . . .q “ 2e4 ´ e5 ` 8e7 P V,

while p1, 2, 3, 4, 5, . . .q R V . Note that suppp2e4 ´ e5 ` 8e7q “ t4, 5, 7u

and that supp p1, 2, 3, 4, 5, . . .q “ N. Define | ‚ | P N pV q by

|x| “ maxt |x1| , |x2| , |x3| , |x4| , |x5| , . . .u.

(This norm is called the `8 norm on V .) Define T : V Ñ V by

Tx “ px1 , 2x2 , 3x3 , 4x4 , 5x5 , . . .q.

Then T : V ãÑ V is a vector space isomorphism, and we have: @x P V ,

T´1x “ px1 , x2{2 , x3{3 , x4{4 , x5{5 , . . .q.

Note that T´1 : V Ñ V is 1-1, and pT´1q´1 “ T . Let W :“ pV, | ‚ |q.

Then T : W Ñ W is NOT bounded. So, by HW#11-5, T´1 : W Ñ W

is NOT bounded below (for, if it were, then pT´1q´1 would be bounded,

but pT´1q´1 “ T and we know that T is NOT bounded). So, in the

setting of infinite dimensional normed vector spaces,

‚ not all linear transformations are bounded, and

‚ not all injective linear transformations are bounded below.

In the next class, we will show that, in the world of finite dimensional

normed vector spaces, things are much better.

46. Class 20 on 5 April 2018, Th of Week 11

Recall (Corollary 45.8): Let m P N and let V :“ pRm, | ‚ |m,1q. Then

SV is sequentially compact.

Recall (Corollary 25.12 and Theorem 25.1): Let K Ď R. Assume

thatK is nonempty and sequentially compact. ThenK has a maximum

and a minimum.

Recall (HW#11-1): Let S Ď R. Assume that S has a minimum.

Then inf S “ minS P S.

THEOREM 46.1. Let m P N and let V :“ pRm, | ‚ |m,1q. Let W be a

normed vector space and let T P LpV,W q. Then

(1) T : V Ñ W is bounded and

(2) ( T is 1-1 ) ñ ( T : V Ñ W is bounded below).
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Proof. Proof of (1): Let e be the standard ordered basis of Rm. Let

K :“ maxt|Te1|W , . . . , |Tem|W u. We want: T : V Ñ W is K-bounded.

We wish to show that: @x P V , |Tx|W ď K|x|V . Let x P V be given.

We wish to show that: |Tx|W ď K|x|V .

We have |x|V “ |x|m,1 “ |x1| ` ¨ ¨ ¨ ` |xm|. Since

x “ px1 , . . . , xm q “ x1e1 ` ¨ ¨ ¨ ` xmem,

we get Tx “ x1 ¨ rTe1s ` ¨ ¨ ¨ ` xm ¨ rTems. Then

|Tx|W “ | x1 ¨ rTe1s ` ¨ ¨ ¨ ` xm ¨ rTems |W

ď |x1| ¨ |Te1|W ` ¨ ¨ ¨ ` |xm| ¨ |Tem|W

ď |x1| ¨K ` ¨ ¨ ¨ ` |xm| ¨K

“ K ¨ r |x1| ` ¨ ¨ ¨ ` |xm| s “ K|x|V ,

as desired. End of proof of (1).

Proof of (2): Assume that T is 1-1. We wish to show: T is bounded

below. That is, we wish to show that qT ą 0.

By Corollary 45.8, SV is sequentially compact. By (1) of Theo-

rem 46.1, T : V Ñ W is bounded, so, by (2)ñ(5) of Theorem 42.13,

T : V Ñ W is continuous. So, since SV is sequentially compact,

by Lemma 36.1, we see that T˚pSV q is sequentially compact. Let

E :“ E``T . Then E “ T˚pSV q, so E is sequentially compact. By

HW#37 from Fall Semester, the function | ‚ |W : W Ñ R is distance-

semidecreasing, hence 1-Lipschitz, hence Lipschitz, hence uniformly

continuous, hence continuous. So, since E is sequentially compact, by

Lemma 36.1, we conclude that |E|W is sequentially compact. So, by

Corollary 25.12 and Theorem 25.1, |E|W has a maximum and a mini-

mum. Then, by HW#11-1, inf |E|W “ min |E|W P |E|W . Then

qT “ inf |E``T |W “ inf |E|W P |E|W “ |T˚pSV q|W ,

so choose u P SV such that qT “ |T puq|W . Since u P SV , it follows that

|u|V “ 1. Since |u|V “ 1 ‰ 0, we get u ‰ 0V , so, as T is 1-1, we get

Tu ‰ T p0V q. Since Tu ‰ T p0V q “ 0W , we get |Tu|W ‰ 0. So, since

|Tu|W ě 0, |Tu|W ą 0. Then qT “ |Tu|W ą 0. End of proof of (2). �

Unassigned HW: Let X and Y and Z all be sets. Let f : X Ñ Y

and let f : Y Ñ Z. Assume

‚ f : X Ñ Y is 1-1 and

‚ g : Y Ñ Z is 1-1.
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Then g ˝ f : X Ñ Z is 1-1.

Unassigned HW: Let X and Y and Z all be normed vector spaces.

Let f : X Ñ Y and let f : Y Ñ Z. Assume

‚ f : X Ñ Y is bounded and

‚ g : Y Ñ Z is bounded.

Then g ˝ f : X Ñ Z is bounded.

Unassigned HW: Let X and Y and Z all be normed vector spaces.

Let f : X Ñ Y and let f : Y Ñ Z. Assume

‚ f : X Ñ Y is bounded below and

‚ g : Y Ñ Z is bounded below.

Then g ˝ f : X Ñ Z is bounded below.

Recall (Definition 13.8) the definition of LB.

THEOREM 46.2. Let W be a finite dimensional normed vector space.

Let X be a normed vector space and let T P LpW,Xq. Then

(1) T : W Ñ X is bounded and

(2) ( T is 1-1 ) ñ ( T : W Ñ X is bounded below).

Proof. Let m :“ dimW . Let B be an ordered basis of W . Let L :“ LB.

Then L : Rm Ñ W is a vector space ismorphism. Let V :“ pRm, |‚|m,1q.

By (1) of Theorem 46.1, L : V Ñ W is bounded, so, by Lemma 45.9,

L´1 : W Ñ V is bounded below. By (2) of Theorem 46.1, L : V Ñ W

is bounded below, so, by HW#11-5, L´1 : W Ñ V is bounded.

Proof of (1): By (1) of Theorem 46.1, T ˝ L :V ÑX is bounded. As

L´1 : W Ñ V and T ˝ L : V Ñ X

are both bounded, it follows that T ˝ L ˝ L´1 : W Ñ X is bounded.

That is, T : W Ñ X is bounded. End of proof of (1).

Proof of (2): Assume: T is 1-1. Want: T : W Ñ X is bdd below.

Since L : V Ñ W is a vector space isomorphism, L is 1-1. As

L : V Ñ W and T : W Ñ X

are both 1-1, it follows that T ˝ L : V Ñ X is 1-1. Then, by (2)

of Theorem 46.1, T ˝ L : V Ñ X is bounded below. As

L´1 : W Ñ V and T ˝ L : V Ñ X

are both bounded below, it follows that T ˝L˝L´1 : W Ñ X is bounded

below. That is, T : W Ñ X is bounded below. End of proof of (2). �
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THEOREM 46.3. Let V be a finite dimensional vector space and let

| ‚ |, } ‚ } P N pV q. Then | ‚ | « } ‚ }.

Proof. Let I :“ idV : V Ñ V . Let V 1 :“ pV, |‚|q and let V 2 :“ pV, }‚}q.

Since V 2 is finite dimensional, we conclude, by (1) of Theorem 46.2,

that I : V 2 Ñ V 1 is bounded. Then, by ð of Remark 43.4, we get:

| ‚ | ăă } ‚ }. It remains to show: } ‚ } ăă | ‚ |.

Since V 1 is finite dimensional, we see, by (1) of Theorem 46.2, that

I : V 1 Ñ V 2 is bounded. Then, by ð of Remark 43.4, }‚} ăă |‚ |. �

REMARK 46.4. Let V be a finite dimensional vector space. Then

N pV q ‰ H.

Proof. Let m :“ dimV . Since | ‚ |m,2 P N pRmq, we get N pRmq ‰ H.

Choose an ordered basis B of V . Then LB : Rm Ñ V is a vector

space isomorphism, so Rm and V are vector space isomorphic. So,

since N pRmq ‰ H, we see that N pV q ‰ H. �

Another way of looking at the preceding proof: Let m :“ dimV , and

choose an ordered basis B of V . Then p| ‚ |m,2q ˝ pL
´1
B q : V Ñ r0,8q is

a norm on V , and so we have: N pV q ‰ H, as desired. QED

It turns out that, using fancy set theory (specifically, two results,

one called “Zorn’s Lemma”, and another called “the Well-Ordering

Principle”), one can prove that infinite dimensional vector spaces also

have ordered bases, although the meaning of “ordered” needs to be

made precise. Then, using this, one can prove that, @vector space V ,

N pV q ‰ H. In this exposition, we will only need this result for finite

dimensional vector spaces, so we are content with Remark 46.4.

REMARK 46.5. Let V be a finite dimensional vector space. Then

#tT|‚| s.t. | ‚ | P N pV qu “ 1.

Proof. Let A :“ tT|‚| s.t. | ‚ | P N pV qu. We wish to show: #A “ 1.

By Remark 46.4, choose |‚|0 P N pV q. Then T|‚|0 P A. Then A ‰ H, so

#A ě 1. We wish to show: #A ď 1. It suffices to show: @T 1, T 2 P A,

T 1 “ T 2. Let T 1, T 2 P A be given. Want: T 1 “ T 2.
Since T 1, T 2 P A, choose | ‚ |, } ‚ } P N pV q such that T 1 “ T|‚| and

T 2 “ T}‚}. By Theorem 46.3, we have | ‚ | « } ‚ }. Then, by Corol-

lary 44.6, T|‚| “ T}‚}. Then T 1 “ T|‚| “ T}‚} “ T 2, as desired. �

DEFINITION 46.6. Let V be a finite dimensional vector space. Then

TV :“ ELTtT|‚| s.t. | ‚ | P N pV qu.
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Let V be a finite dimensional vector space. Then, by Remark 46.5, we

see that TV ‰ /, so TV is a topology on V . The standard topology

on V is the topology TV of Definition 46.6.

The upshot of Theorem 46.3 is that, while a finite dimensional vector

space V will have many norms, they are all equivalent, and so they all

give the same topology, and this one topology is the standard topology

TV on V . In infinite dimensions, there are even more norms, and they

often give quite different topologies from one another, and so the infi-

nite dimesional world is richer and more complicated. Fortunately (or

unfortunately, depending on point of view), this infinite dimensional

world is typically not a focus of undergraduate mathematics.

In the sequel, every finite dimensional vector space is given its stan-

dard topology, turning it into a topological space.

We record that any norm on a finite dimensional vector space gives

rise to the standard topology:

REMARK 46.7. Let V be a finite dimensional vector space and let

| ‚ | P N pV q. Then T|‚| “ TV .

Proof. Let A :“ tT}‚} s.t. } ‚ } P N pV qu. Then TV “ ELTA.

As | ‚ | P N pV q, we get T|‚| P A. By Remark 46.5, #A “ 1. So,

since T|‚| P A, we see that A “ tT|‚|u, and so ELTA “ T|‚|. Then

T|‚| “ ELTA “ TV , as desired. �

THEOREM 46.8. Let V be a finite dimensional vector space and let

W be a normed vector space. Let T P LpV,W q. Then T : V Ñ W is

continuous.

Proof. By Remark 46.4, choose |‚| P N pV q. By Remark 46.7, T|‚| “ TV .

Let V 1 :“ pV, | ‚ |q. Then the standard topology on V 1 is given by:

TV 1 “ T|‚|. Since V 1 is finite dimensional, by (1) of Theorem 46.2, we

see that T : V 1 Ñ W is bounded. Then, by (2)ñ(5) of Theorem 42.13,

T : V 1 Ñ W is continuous. So, since TV 1 “ T|‚| “ TV , we conclude that

T : V Ñ W is continuous. �

COROLLARY 46.9. Let V and W be finite dimensional vector spaces.

Let T P LpV,W q. Then T : V Ñ W is continuous.

Proof. By Remark 46.4, choose |‚|PN pW q. By Remark 46.7, T|‚| “ TW .

Let W 1 :“ pW, | ‚ |q. Then the standard topology on W 1 is given

by: TW 1 “ T|‚|. Since V is finite dimensional, Theorem 46.8, we see
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that T : V Ñ W 1 is bounded. Then, by (2)ñ(5) of Theorem 42.13,

T : V Ñ W 1 is continuous. So, since TW 1 “ T|‚| “ TW , we conclude

that T : V Ñ W is continuous. �

COROLLARY 46.10. Let V , W be finite dimensional vector spaces.

Let T : V ãÑą W be a vector space isomorphism. Then T : V ãÑą W

is a homeomorphism.

Proof. Since T P LpV,W q, by Corollary 46.9, T : V Ñ W is continuous.

It remains to show: T´1 : W Ñ V is continuous.

By Fact 44.4, T´1 P LpW,V q. So, by Corollary 46.9, T´1 : W Ñ V

is continuous, as desired. �

DEFINITION 46.11. Let m P N and let v, w P Rm. We define the

dot product of v and w as v ‚ w :“ v1w1 ` ¨ ¨ ¨ ` vmwm.

For example, p2, 5, 7q ¨ p0, 1,´1q “ p2qp0q ` p5qp1q ` p7qp´1q “ ´2.

We will sometimes write v ‚ w “
ÿ

j

vjwj. It will be the reader’s

responsibility to figure out, from the context, that
ÿ

j

means
m
ÿ

j“1

.

We will NOT be following the Einstein Summation Convention,

which asserts that, whenever one sees a repeated index (in any term

in any formula), a summation on that index is understood. So, for

example, those who follow that convention might write v ‚ w “ vjwj,

with the understanding that, because the index j appears twice in the

term “vjwj”, the “
ÿ

j

” is understood, without being written.

Recall that, for any vector space S, for any set Z, the set SZ (of

functions Z Ñ S) has a standard vector space structure, given by:

‚ @f, g P SZ , f `g P SZ is defined by pf `gqpzq “ rfpzqs`rgpzqs,

‚ @c P R, @f P SZ , cf P SZ is defined by pcfqpzq “ c ¨ rfpzqs.

Recall that, for any ` P N, r1..`s “ t1, . . . ,mu. So, for example,

r1..5s “ t1, 2, 3, 4, 5u. Also,

r1..2s ˆ r1..3s “ t p1, 1q , p1, 2q , p1, 3q , p2, 1q , p2, 2q , p2, 3q u.

Recall (Definition 39.11) that, for any `,m P N, for any set S,

S`ˆm :“ Sr1..`sˆr1..ms;

if S is a vector space, then S`ˆm has a standard vector space structure.
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DEFINITION 46.12. Let `,m, n P N and let S be a set. Then

S`ˆmˆn :“ Sr1..`sˆr1..msˆr1..ns.

For all `,m, n P N, for any vector space S, the set S`ˆmˆn has a

standard vector space structure.

More generally,

DEFINITION 46.13. Let d P N, let `1, . . . , `dN and let S be a set.

Then

S`1ˆ¨¨¨ˆ`d :“ Sr1..`1sˆ¨¨¨ˆr1..`ds.

For all d P N, for all `1, . . . , `dN, for any vector space S, For all

`,m, n P N, for any vector space S, the set S`1ˆ¨¨¨ˆ`d has a standard

vector space structure.

Let A P R2ˆ7ˆ9. Sometimes we say that A is a three dimensional

tensor with entries in R. Or, to be more specific we might say that

A is a 2 ˆ 7 ˆ 9 tensor with entries in R. Note that while each el-

ement of R2ˆ7ˆ9 is three dimensional, the full vector space R2ˆ7ˆ9 is

2 ¨ 7 ¨ 9 “ 126 dimensional. Because A is three dimensional, we cannot

display it easily on a two dimensional space like a page of paper, but

there are ways of “flattening” A: For example, there’s a vector space

isomorphism R2ˆ7ˆ9 Ñ pR2q7ˆ9, and the image of A in pR2q7ˆ9 can be

displayed as a 7ˆ 9 matrix, with entries in R2.

NOTE: A zero dimensional tensor is a scalar. A one dimensional

tensor is sometimes called a vector, although this is not to be confused

with an element of an abstract vector space. To avoid this confusion,

a one dimensional tensor is sometimes called a “tuple”. A two dimen-

sional tensor is a matrix.

For the rest of this class, we fix

X :“

»

–

1 2 3 0

4 5 6 0

7 8 9 0

fi

fl P R3ˆ4.

Then X : t1, 2, 3u ˆ t1, 2, 3, 4u Ñ R, and, for example, Xp2, 3q “ 6.

Howoever, usually, when tensors are involved, we use subscripts for

the input values, writing X23 “ 6, or, sometimes, X2,3 “ 6. We have

X2‚ : t1, 2, 3, 4u Ñ R, i.e., X2‚ P R4. We have X2‚ “ p4, 5, 6, 0q; this

is the second row of X. Similarly, we have X‚3 “ p3, 6, 9q P R3; this is

the third column of X.
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This notational convention continues to three dimensional tensors.

So, for example, for any Z P R3ˆ4ˆ2, we have both Z‚‚1 P R3ˆ4 and

Z‚‚2 P R3ˆ4; because of the “2” in “3 ˆ 4 ˆ 2”, we have Z‚‚3 “ /. If

I have in mind some three dimesional tensor Z P R3ˆ4ˆ2, it’s hard to

display it on a page of paper. Instead, I could show you Z‚‚1 and Z‚‚2.

DEFINITION 46.14. For all m P N, we define em to be the standard

ordered basis of Rm.

Thus, for all m P N, we have em P pRmqm and

em1 “ p1, 0, . . . , 0q P Rm , . . . , emm “ p0, . . . , 0, 1q P Rm.

We will sometimes be sloppy and omit the superscript m, writing

e1, . . . , em. Recall X above. Recall that X2‚ “ p4, 5, 6, 0q. Then

X2‚ “ 4e1 ` 5e2 ` 6e3 ` 0e4,

or, being more careful about superscripts, X2‚ “ 4e41` 5e42` 6e43` 0e44.

Of course 0e44 “ 04, so we also have X2‚ “ 4e41 ` 5e42 ` 6e43. This kind

of equation will sometimes be called a reproducing equation. In this

example, we “reproduced” the second row of X as a linear combination

that uses its (nonzero) entries as coefficients.

The next fact records three reproducing formulas. It reproduces (1)

a vector, (2) a row of a matrix, and (3) a column of a matrix:

FACT 46.15. The following are all true:

(1) @m P N, @v P Rm, v “
ÿ

j

vjej,

(2) @`,m P N, @A P R`ˆm, @j, Aj‚ “
ÿ

k

Ajkek, and

(3) @`,m P N, @A P R`ˆm, @k, A‚k “
ÿ

j

Ajkej.

Proof. Omitted. �

Much is expected of the reader in understanding (1), (2) and (3)

of Fact 46.15. For example, in (2), we write “@j”, and the reader is

supposed to understand, from context, that this means “@j P r1..`s.

Note that, if we were following the Einstein Summation Convention,

then the equation in (2) could be simplified to read: “Aj‚ “ Ajkek”,

and “
ÿ

k

” would be understood, because k is the only repeated index

in the term “Ajkek”. Being more careful, we would rewrite Fact 46.15:
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FACT 46.16. The following are all true:

(1) @m P N, @v P Rm, v “
m
ÿ

j“1

vje
m
j ,

(2) @`,m P N, @A P R`ˆm, @j P r1..`s, Aj‚ “
m
ÿ

k“1

Ajke
m
k ,

and (3) @`,m P N, @A P R`ˆm, @k P r1..ms, A‚k “
ÿ̀

j“1

Ajke
`
j.

Proof. Omitted. �

47. Class 21 on 10 April 2018, Tu of Week 12

We define 00 “ 1. Then, @x P R, x0 “ 1. Define

ln :“ exp´1 : p0,8q ãÑą R.

For all p ą 0, we define 0p “ 0. For all x ą 0, for all p P R, we define

xp “ exppp ¨ rlnxsq. Finally, we define

tan :“ sin { cos and cot :“ cos { sin .

Let V be a vector space. Let | ‚ | P N pV q. For any p ě 0, define

| ‚ |p : V Ñ r0,8q by p| ‚ |pqpxq “ |x|p. Then | ‚ |0 “ C1
V and | ‚ |1 “ |‚ |.

Let |‚ | : RÑ r0,8q denote the usual absolute value function. Then,

since | ‚ | P N pRq, we get | ‚ |0 “ C1
R and | ‚ |1 “ | ‚ |. For all p P N0, let

p‚qp : R Ñ R denote the pth power function, defined by p‚qppxq “ xp.

Then p‚q0 “ C1
R and p‚q1 “ idR.

DEFINITION 47.1. Let V and W be finite dimensional vector spaces.

Then, by qOpV,W q, we mean the set of functions ε : V 99K W such that

(1) domrεs P NV p0V q,

(2) ε is continuous at 0V and

(3) εp0V q “ 0W .

We will sometimes omit pV,W q and write qO in place of qOpV,W q,

provided V and W are clear. Also, we may sometimes O instead of qO.

Condition (1) in Definition 47.1, is expressed by saying, “ε is defined

near zero.” Conditions (2) and (3) in Definition 47.1 are expressed by

saying, “ε vanishes continuously at zero.”

Focusing on partial functions R 99K R, we have:

‚ p‚q0 R qOpR,Rq,
‚ p‚q1, p‚q2, p‚q3, . . . P qOpR,Rq,
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‚ | ‚ |0 R qOpR,Rq,
‚ @p ą 0, | ‚ |p P qOpR,Rq,
‚ sin, tan P qOpR,Rq and

‚ cos, cot R qOpR,Rq.

DEFINITION 47.2. Let V and W be finite dimensional vector spaces.

Let | ‚ | P N pW q. Then, by pOpV,W, | ‚ |q, we mean the set of functions

α : V 99K W such that: DU P NV p0V q s.t.

(1) U Ď domrαs and

(2) sup |α˚pUq|W ă 8.

Condition (1) in Definition 47.2 is expressed by saying, “α is defined

on U .” Condition (2) in Definition 47.2 is expressed by saying, “α is

bounded on U .” Conditions (1) and (2) in Definition 47.2 are expressed

by saying “α is defined and bounded near zero.”

Assigned HW#12-1.

DEFINITION 47.3. Let V and W be finite dimensional vector spaces.

Then pOpV,W q :“ ELTt pOpV,W, | ‚ |q s.t. | ‚ | P N pW qu.

We will sometimes omit pV,W q and write pO in place of pOpV,W q,
provided V and W are clear. Also, we may sometimes write “O”

instead of “ pO”.

Assigned HW#12-2.

COROLLARY 47.4. Let V and W be finite dimensional vector spaces.

Then qOpV,W q Ď pOpV,W q.

Proof. We wish to show: @ε P qOpV,W q, ε P pOpV,W q. Let ε P qOpV,W q

be given. We wish to show: ε P pOpV,W q.
By (1) and (2) of Definition 47.1, we know that domrεs P NV p0V q

and that ε is continuous at 0V . Then, by HW#12-2, ε P pOpV,W q. �

Focusing on partial functions R 99K R, we have:

‚ p‚q0, p‚q1, p‚q2, p‚q3, . . . P pOpR,Rq,
‚ @p ě 0, | ‚ |p P pOpR,Rq,
‚ sin, cos, tan P pOpR,Rq,
‚ cot R pOpR,Rq,
‚ adj10000 pcotq R pOpR,Rq,
‚
?
‚ R pOpR,Rq,



NOTES 1 339

‚ adj20pC
1
Rq P pOpR,Rq and

‚ χ
p0,8q
R P pOpR,Rq.

DEFINITION 47.5. Let V and W be finite dimensional vector spaces.

Let | ‚ | P N pV q and let p ě 0. Then

qOppV,W, | ‚ |q :“ r| ‚ |
p
s ¨ rqOpV,W qs, and

pOppV,W, | ‚ |q :“ r| ‚ |
p
s ¨ r pOpV,W qs.

Assigned HW#12-3.

DEFINITION 47.6. Let V and W be finite dimensional vector spaces.

Let p ě 0. Then

qOppV,W q :“ ELTtqOppV,W, | ‚ |q s.t. | ‚ | P N pW qu, and

pOppV,W q :“ ELTt pOppV,W, | ‚ |q s.t. | ‚ | P N pW qu.

Let V and W be finite dimensional vector spaces. Let | ‚ | P N pW q.
Then we have both qO0pV,W q “ qOpV,W q and pO0pV,W q “ pOpV,W q.
Also, for all p ě 0, we have qOppV,W q Ď pOppV,W q.

Given a function f , the next remark gives us criteria for determining,

for each p ą 0, whether f in qOp or pOp or both or neither.

REMARK 47.7. Let V and W be finite dimensional vector spaces,

let | ‚ | P N pV q, let p ą 0 and let f : V 99K W . Let g :“ f{r| ‚ |ps, and

let h :“ adj0W0V pgq. Then both of the following hold:

(1) r f P qOppV,W q s ô r ph P qOpV,W q q& p fp0V q “ 0W q s

& (2) r f P pOppV,W q s ô r ph P pOpV,W q q& p fp0V q “ 0W q s.

Proof. Let V ˚ :“ V ˆ0V . That is, V ˚ “ V zt0V u. By definition of h, we

have: both ( g “ h on V ˚ ) and ( hp0V q “ 0W ). Since p ą 0, it follows

that 0p “ 0. Then we have: |0V |
p
V “ 0p “ 0.

Proof of ñ of (1): Assume that f P qOppV,W q. We wish to show

both that h P qOpV,W q and that fp0V q “ 0W .

Since f P qOppV,W q “ r| ‚ |ps ¨ rqOpV,W qs, choose ε P qOpV,W q such

that f “ r| ‚ |ps ¨ ε. Since ε P qOpV,W q, we get εp0V q “ 0W . Then

fp0V q “ r |0V |
p
V s ¨ r εp0V q s “ 0 ¨ 0W “ 0W .

Want: h P qOpV,W q. Since ε P qOpV,W q, it suffices to show: h “ ε.

Since f “ r| ‚ |ps ¨ ε, we get: f{r| ‚ |ps “ ε on V ˚. That is, we get:

g “ ε on V ˚. So, since h “ g on V ˚, we get: h “ ε on V ˚. So, as

hp0V q “ 0W “ εp0V q, we get h “ ε. End of proof of ñ of (1).
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Proof of ð of (1): Assume that both h P qOpV,W q and fp0V q “ 0W .

We wish to prove: f P qOppV,W q. We define φ :“ r| ‚ |ps ¨ h. Then we

have φ P r| ‚ |ps ¨ rqOpV,W qs “ qOppV,W q, so it suffices to show: f “ φ.

As f{r| ‚ |ps “ g, we get: f “ r|‚ |ps ¨g on V ˚. So, as g “ h on V ˚, we

get: f “ r| ‚ |ps ¨ h on V ˚. That is, f “ φ on V ˚. It remains to show:

fp0V q “ φp0V q. Since fp0V q “ 0W , we wish to show: φp0V q “ 0W .

We calculate: φp0V q “ r|0V |
ps ¨ rhp0V qs “ 0 ¨ 0W “ 0W , as desired.

End of proof of ð of (1).

Proof of ñ of (2): Assume that f P pOppV,W q. We wish to show

both that h P pOpV,W q and that fp0V q “ 0W .

Since f P pOppV,W q “ r| ‚ |
ps ¨ r pOpV,W qs, choose α P pOpV,W q such

that f “ r| ‚ |ps ¨ α. Then

fp0V q “ r |0V |
p
V s ¨ rαp0V q s “ 0 ¨ rαp0V q s “ 0W .

Want: h P pOpV,W q. Since α P pOpV,W q, it suffices to show: h “ α.

Since f “ r| ‚ |ps ¨ α, we get: f{r| ‚ |ps “ α on V ˚. That is, we get:

g “ α on V ˚. So, since h “ g on V ˚, we get: h “ α on V ˚. So, as

hp0V q “ 0W “ αp0V q, we get h “ α. End of proof of ñ of (2).

Proof of ð of (2): Assume that h P pOpV,W q and that fp0V q “ 0W .

We wish to show that f P pOppV,W q.

Let φ :“ r| ‚ |ps ¨ h. Then φ P r| ‚ |ps ¨ r pOpV,W qs “ pOppV,W q, so it

suffices to show: f “ φ.

As f{r| ‚ |ps “ g, we get: f “ r|‚ |ps ¨g on V ˚. So, as g “ h on V ˚, we

get: f “ r| ‚ |ps ¨ h on V ˚. That is, f “ φ on V ˚. It remains to show:

fp0V q “ φp0V q. Since fp0V q “ 0W , we wish to show: φp0V q “ 0W .

We calculate: φp0V q “ r|0V |
ps ¨ rhp0V qs “ 0 ¨ 0W “ 0W , as desired.

End of proof of ð of (2). �

Using Remark 47.7, @p P N0, one can show:

(1) p‚qp P pOppR,Rq,
(2) @δ ą 0, p‚qp R pOp`δpR,Rq,
(3) p‚qp R qOppR,Rq and

(4) @δ P p0, ps, p‚qp P qOp´δpR,Rq.
We summarize (1) and (2) above as saying, @p P N0, that p‚qp is just

barely in pOppR,Rq. We summarize (3) and (4) above as saying, @p P N0,

that p‚qp is just barely outside qOppR,Rq.
Using Remark 47.7, @p ě 0, one can show:

(1) | ‚ |p P pOppR,Rq,
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(2) @δ ą 0, | ‚ |p R pOp`δpR,Rq,
(3) | ‚ |p R qOppR,Rq and

(4) @δ P p0, ps, | ‚ |p P qOp´δpR,Rq.
We summarize (1) and (2) above as saying, p ě 0, that | ‚ |p is just

barely in pOppR,Rq. We summarize (3) and (4) above as saying, p ě 0,

that | ‚ |p is just barely outside qOppR,Rq.
The remarks of the preceding two paragraphs motivate:

DEFINITION 47.8. Let V and W be finite dimensional vector spaces

and let f : V 99K W . Then:

‚ By f is constant order, we mean f P pO0pV,W q.

‚ By f is linear order, we mean f P pO1pV,W q.

‚ By f is quadratic order, we mean f P pO2pV,W q.

‚ By f is cubic order, we mean f P pO3pV,W q.

‚ By f is quartic order, we mean f P pO4pV,W q.

‚ @p ě 0, by f is order p, we mean f P pOppV,W q.

‚ By f is subconstant, we mean f P qO0pV,W q.

‚ By f is sublinear, we mean f P qO1pV,W q.

‚ By f is subquadratic, we mean f P qO2pV,W q.

‚ By f is subcubic, we mean f P qO3pV,W q.

‚ By f is subquartic, we mean f P qO4pV,W q.

‚ @p ě 0, by f is sub-p, we mean f P qOppV,W q.

For all p P N0, p‚q
p : RÑ R is order p, but not sub-p. In particular,

p‚q2 : RÑ R is quadratic order, but not subquadratic.

For all p ě 0, | ‚ |p : RÑ R is order p, but not sub-p. In particular,

| ‚ |2 : RÑ R is quadratic order, but not subquadratic.

Assigned HW#12-4.

Let V and W be finite dimensional vector spaces. According to

HW#12-4, for any p ě 0, for any δ ą 0, any sub-p function V 99K W
is an order q function. This implies

pO0 Ě qO0 Ě pO1 Ě qO1 Ě pO2 Ě qO2 Ě ¨ ¨ ¨ .

More generally, we assert: “the collection of pO and qO function spaces

are totally ordered by inclusion”. The precise meaning of this is:

@p, q ě 0, @F P tqOp, pOpu, @G P tqOq, pOqu, either F Ď G or G Ď F .

FACT 47.9. Let V and W be finite dimensional vector spaces. We

define qO :“ qOpV,W q and pO :“ pOpV,W q. Then:
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(1A) qO ` qO Ď qO, i.e., @f, g P qO, f ` g P qO,

(1B) RqO Ď qO, i.e., @a P R, @f P qO, af P qO,

(2A) pO ` pO Ď pO, i.e., @f, g P pO, f ` g P pO, and

(2B) R pO Ď pO, i.e., @a P R, @f P pO, af P pO.

Proof. Unassigned HW. �

FACT 47.10. We define qO :“ qOpR,Rq. and pO :“ pOpR,Rq. Then:

(1) qO ¨ qO Ď qO, i.e., @f, g P qO, fg P qO, and

(2) pO ¨ pO Ď pO, i.e., @f, g P pO, fg P pO.

Proof. Unassigned HW. �

FACT 47.11. Let V , W and X be finite dimensional VSs. Then:

(1) rqOpW,Xqs ˝ rqOpV,W qs Ď qOpV,Xq, and

(2) r pOpW,Xqs ˝ rqOpV,W qs Ď pOpV,Xq.

Proof. Unassigned HW. �

WARNING: Let qO :“ qOpR,Rq and let pO :“ pOpR,Rq. Then, un-

forunately, we have pO ˝ pO Ę pO and qO ˝ pO Ę pO. For example, define

f : R Ñ R and γ : Rzt1u Ñ R by fpxq “ x ` 1 and γpxq “ x{px ´ 1q.

Let g :“ adj21pγq. Then f P pO and g P qO Ď pO. Note that we have

both domrf s “ domrgs “ R and gpfp0qq “ gp1q “ 2. However, for

all x P Rzt0u, we calculate pgpfpxqq “ px ` 1q{x. Then g ˝ f is not

bounded near 0, so g ˝ f R pO.

As a general rule, if you see a constant order function f on the

RIGHT of a composite sign, then there’s no way to control the com-

posite, unless you somehow know that f vanishes at zero. This problem

doesn’t arise if you know, for some p ą 0, that f is order p. It also

doesn’t arise if you know, for some p ě 0, that f is sub-p.

FACT 47.12. Let V and W be finite dimensional vector spaces and

let } ‚ } P N pW q. Let p ą 0. Then

}qOpV,W q}p Ď qOpV,Rq and } pOpV,W q}p Ď pOpV,Rq.

Proof. By (1) of Fact 47.11, pqOpV,W qq ˝ pqOpV,W qq Ď qOpV,Rq. Then

}qOpV,W q}p “ } ‚ }
p
˝ pqOpV,W qq

Ď pqOpV,W qq ˝ pqOpV,W qq Ď qOpV,Rq.
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It remains to show: } pOpV,W q}p Ď pOpV,Rq. Want: @f P pOpV,W q,
}f}p P pOpV,Rq. Given f P pOpV,W q. We wish to show: }f}p P pOpV,Rq.
Let g :“ }f}p. We wish to show: g P pOpV,Rq.

Since f P pOpV,W q, choose U P NV p0V q s.t.

r U Ď domrf s s and r sup }f˚pUq} ă 8 s.

Let | ‚ | P N pRq be absolute value. It suffices to show:

r U Ď domrgs s and r sup |g˚pUq| ă 8 s.

We have domrgs “ domrf s. Then U Ď domrf s “ domrgs. It remains

to show: sup |g˚pUq| ă 8. Let M :“ sup }f˚pUq}. Then 0 ď M ă 8,

so Mp ă 8. It therefore suffices to show: |g˚pUq| ď Mp. We wish

to show: @x P U , |gpxq| ďMp. Let x P U be given. Want: |gpxq| ďMp.

Since x P U Ď domrf s, we get fpxq P f˚pUq. Then

}fpxq} P }f˚pUq} ď sup }f˚pUq} “ M.

As 0 ď }fpxq} ď M , we get 0 ď }fpxq}p ď Mp. Then 0 ď gpxq ď Mp.

Since 0 ď gpxq, we get |gpxq| “ gpxq. Then |gpxq| “ gpxq ďMp. �

THEOREM 47.13. For all s ą 0, let pOs :“ pOspR,Rq. Let p ą 0 and

q ě 0. Then: pOp ¨ pOq Ď pOp`q and pOq ˝ pOp Ď pOqp.

Proof. We wish to show: @f P pOp, @g P pOq,

fg P pOp`q and g ˝ f P pOqp.

Let f P pOp and g P pOq be given. We wish to show:

fg P pOp`q and g ˝ f P pOqp.

Let pO :“ pOpR,Rq. By (2) of Fact 47.10, we have pO ¨ pO Ď pO.

Let | ‚ | P N pRq be absolute value. Then f P pOq “ | ‚ |p ¨ pO and

g P pOq “ | ‚ |
q ¨ pO, so choose α, β P pO s.t.

p f “ | ‚ |p ¨ α q and p g “ | ‚ |q ¨ β q.

Then

fg “ | ‚ |
p
¨ α ¨ | ‚ |q ¨ β “ | ‚ |

p`q
¨ α ¨ β

P | ‚ |
p`q
¨ pO ¨ pO Ď | ‚ |

p`q
¨ pO.

It remains to show g ˝ f P pOqp.
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For all x P R, we have

gpfpxqq “ p| ‚ |
q
¨ βqpfpxqq “ |fpxq|q ¨ rβpfpxqqs

“
ˇ

ˇ p| ‚ |
p
¨ αqpxq

ˇ

ˇ

q
¨ rβpfpxqqs

“
ˇ

ˇ |x|p ¨ rαpxqs
ˇ

ˇ

q
¨ rβpfpxqqs

“ |x|qp ¨ |αpxq|q ¨ rβpfpxqqs.

Then g ˝ f “ | ‚ |qp ¨ |α|q ¨ rβ ˝ f s.

By Fact 47.12, | pO|q Ď pO. Then |α|q P | pO|q Ď pO. Since p ą 0,

we have pOp Ď qO By (2) of Fact 47.11, we have pO ˝ qO Ď pO. Then

β ˝ f P pO ˝ pOp Ď pO ˝ qO Ď pO. Recall that pO ¨ pO Ď pO. Then

g ˝ f “ | ‚ |
qp
¨ |α|q ¨ rβ ˝ f s

P | ‚ |
qp
¨ pO ¨ pO “ | ‚ |

qp
¨ pO “ pOqp,

as desired. �

Assigned HW#12-5.

THEOREM 47.14. For all s ě 0, let pOs :“ pOspR,Rq. Let p, q ě 0.

Then:

(1) pOp ¨ pOq Ď pOp`q.

(2) pOp ¨ qOq Ď qOp`q.

(3) qOp ¨ pOq Ď qOp`q.

(4) qOp ¨ qOq Ď qOp`q.

Proof. Unassigned HW. �

In Theorem 47.14, simply remember that, when p, q ą 0,

‚ if you mix pO and pO, you get pO,

‚ if you mix pO and qO, you get qO,

‚ if you mix qO and pO, you get qO and

‚ if you mix qO and qO, you get qO.

Also remember that multiplication adds exponents.

THEOREM 47.15. Let V , W and X be finite dimensional vector

spaces. Then:

(5) @p ą 0, @q ě 0, r pOqpW,Xqs ˝ r pOppV,W qs Ď pOqppV,Xq.

(6) @p ě 0, @q ą 0, r pOqpW,Xqs ˝ rqOppV,W qs Ď qOqppV,Xq.

(7) @p ą 0, @q ě 0, rqOqpW,Xqs ˝ r pOppV,W qs Ď qOqppV,Xq.
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(8) @p ě 0, @q ě 0, rqOqpW,Xqs ˝ rqOppV,W qs Ď qOqppV,Xq.

Proof. Unassigned HW. �

In Theorem 47.15, the boundary cases (where either p “ 0 or q “ 0)

are generally not important. Simply remember that, when p, q ą 0,

‚ if you mix pO and pO, you get pO,

‚ if you mix pO and qO, you get qO,

‚ if you mix qO and pO, you get qO and

‚ if you mix qO and qO, you get qO.

Also remember that, whereas multiplication adds exponents, composi-

tion multiplies them.

If you’re worried about learning the boundary cases, keep in mind

that if you have pO0 on the right side of ˝, then there is no inclusion.

On the other hand, if you have pO0 on the left hand side, then, with two

exceptions, the answer is as expected. The first exception is pO0 ˝ pO0,

where there is no inclusion. The second exception is pO0 ˝ qOp, which is

not contained in qO0, but IS contained in pO0.

Specifically, let V , W , X be finite dimensional vector spaces. Then:

(5’) @q ě 0, r pOqpW,Xqs ˝ r pO0pV,W qs Ę pO0pV,Xq.

(6’) @p ě 0, r pO0pW,Xqs ˝ rqOppV,W qs Ę qO0pV,Xq.

(6”) @p ě 0, r pO0pW,Xqs ˝ rqOppV,W qs Ď pO0pV,Xq.

(7’) @q ě 0, rqOqpW,Xqs ˝ r pO0pV,W qs Ę qO0pV,Xq.

(7”) @q ě 0, rqOqpW,Xqs ˝ r pO0pV,W qs Ę pO0pV,Xq.

We leave all these as exercises. For (6”) the argument is similar to the

argument in Theorem 47.13. For (5’), (6’), (7’) and (7”), see the

WARNING following Fact 47.11. In (5’) and (7”), keep in mind that
pO0 contains all the other function spaces. So, if a composition of func-

tions spaces is not contained in pO0, then it’s not contained in any of the

others. Thus, (7’) is a consequence of (7”).

48. Class 22 on 12 April 2018, Th of Week 12

Recall that, for any vector space V , for any set S, V S has a standard

vector space structure. In particular, since R3ˆ4 “ Rr1..3sˆr1..4s, we

see that R3ˆ4 has a standard vector space structure. We will practice

vector addition and scalar multiplication in R3ˆ4 soon. In the vector

space R3ˆ4, the vector addition is sometimes called matrix addition.

Our mathematical world starts is scalars, proceeds to vectors, then
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to matrices, and then to what are called 3-dimensional tensors, to be

discussed soon. From there we go to 4-dimensional tensors, and on and

on.

Recall: @m P N, em is the standard ordered basis of Rm, so

em1 “ p1, 0, . . . , 0q P Rm , . . . , emm “ p0, . . . , 0, 1q P Rm.

For all m,n P N, we let Emn P pRmˆnqmˆn be a matrix of matrices

whose ij entry is the matrix Emn
ij P Rmˆn is an m ˆ n matrix with

a one in the pi, jq entry and with 0s in all the other entries. So, for

example, setting m to 3 and n to 4, we have

E34
11 “

»

–

1 0 0 0

0 0 0 0

0 0 0 0

fi

fl , . . . , E34
14 “

»

–

0 0 0 1

0 0 0 0

0 0 0 0

fi

fl ,

...
...

...

E34
31 “

»

–

0 0 0 0

0 0 0 0

1 0 0 0

fi

fl , . . . , E34
34 “

»

–

0 0 0 0

0 0 0 0

0 0 0 1

fi

fl .

Note that tE34
ij | i P r1..3s, j P r1..4su is a set of 12 matrices; it is a basis

of the 12-dimensional vector space R3ˆ4. Let

X :“

»

–

1 2 3 0

4 5 6 0

7 8 9 0

fi

fl P R3ˆ4.

This variable X will be bound for this entire class. The p2, 3q-entry

of X is X23 “ 6. The 2nd row of X is X2‚ “ p4, 5, 6, 0q P R4. The

3rd column of X is X‚3 “ p3, 6, 9q P R3. The (horizontal) row vector

corresponding to X2‚ is pX2‚q
H
“
“

4 5 6 0
‰

P R1ˆ4. The (vertical)

column vector corresponding to X‚3 is

pX‚3q
V

“

»

–

3

6

9

fi

fl P R3ˆ1.

We can reproduce X‚3 from the entries 3, 6, 9 in the 3rd column of X:

X‚3 “ p3, 6, 9q “ 3e1 ` 6e2 ` 9e3 “

3
ÿ

j“1

Xj3e
3
j .

The lazy among us would simply write X‚3 “
ÿ

Xj3ej, expecting the

reader to understand that, because the index j is repeated, the
ř

is on
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j, and expecting the reader to figure out that j ranges from 1 to 3, and

expecting the reader to understand that, here, ej means e3j . The super

lazy among us follow the Einstein convention that any repeated index

in a term is automatically summed, and would write X‚3 “ Xj3ej.

We can also reproduce X via the super lazy formula X “ XijEij.

Less lazy is X “
ř

XijE
34
ij . Better is X “

ÿ

i,j

XijE
34
ij . Still better:

X “
ÿ

i

ÿ

j

XijE
34
ij . Still better: X “

3
ÿ

i“1

4
ÿ

j“1

XijE
34
ij . Note that, by

commutativity of addition of matrices, you can interchange the order

of summation, and write X “

4
ÿ

j“1

3
ÿ

i“1

XijE
34
ij .

Define Y P R3ˆ4 by

Y‚1 “ p2, 0, 0q

Y‚2 “ p0, 4, 0q

Y‚3 “ p0, 0, 6q

Y‚4 “ p9, 0, 8q.

Then, in a more conventional fomat, we have:

Y “

»

–

2 0 0 9

0 4 0 0

0 0 6 8

fi

fl P R3ˆ4.

This variable Y will be bound for this entire class.

Since R3ˆ4 is a vector space, we should be able to calculate 10Y and

X ` Y . They are:

10Y “

»

–

20 0 0 90

0 40 0 0

0 0 60 80

fi

fl and

X ` Y “

»

–

3 2 3 9

4 9 6 0

7 8 15 8

fi

fl .

Recall that R3ˆ4ˆ2 “ Rr1..3sˆr1..4sˆr1..2s. Because R is a vector space,

there is a standard vector space structure on R3ˆ4ˆ2.

Define Z P R3ˆ4ˆ2 by Z‚‚1 “ X and Z‚‚2 “ Y . There is no conven-

tional format for displaying Z on a 2-dimensional page of paper, as Z
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is, by its nature, 3-dimensional. It is an example of a 3-dimensional

tensor. Be careful, however: dim pR3ˆ4ˆ2q “ 3 ¨ 4 ¨ 2 “ 24, but each

element of R3ˆ4ˆ2 is a 3-dimensional tensor. Since Z is 3-dimensional

array of numbers, we have to look at various ways of “flattening” Z,

so as to display it on a page. One approach is

Z‚‚1 “

»

–

1 2 3 0

4 5 6 0

7 8 9 0

fi

fl and

Z‚‚2 “

»

–

2 0 0 9

0 4 0 0

0 8 0 8

fi

fl .

Given a 3-dimensional tensor like Z, we would say that we “know” Z

if, @i P r1..3s, @j P r1..4s, @k P r1..2s, we can compute Zijk. So, for

example, we should be able to compute Z321 and Z142. We have

Z321 “ X32 “ 8 and Z142 “ Y14 “ 9.

This variable Z will be bound for this entire class.

Recall that LpR3,R4q denotes the set of linear maps R3 Ñ R4; it is a

vector subspace of the vector space pR4qR
3
, which means that LpR3,R4q

is closed under vector addition (a.k.a. function addition) and scalar

multiplication. That is:

‚ @F,G P LpR3,R4q, F `G P LpR3,R4q, and

‚ @a P R, @F P LpR3,R4q, aF P LpR3,R4q.

In other words,

‚ the sum of any two linear maps R3 Ñ R4 is again linear and

‚ any multiple of a linear map R3 Ñ R4 is again linear.

There is a standard vector space isomorphism

R3ˆ4 ãÑą LpR3,R4
q.

We begin by describing the image T of X under this isomorphism.

Define T P LpR3,R4q by

T pe31q “ X1‚,

T pe32q “ X2‚,

T pe33q “ X3‚.

This variable T will be bound for the entire class.
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Because T is linear, we can now, for any x, y, z P R, compute

T px, y, zq. For example,

T p2, 4, 5q “ T p2e31 ` 4e32 ` 5e33q

“ 2 ¨ rT pe31qs ` 4 ¨ rT pe32qs ` 5 ¨ rT pe33qs

“ 2 ¨ rX1‚s ` 4 ¨ rX2‚s ` 5 ¨ rX3‚s

“ 2 ¨ p1, 2, 3, 0q ` 4 ¨ p4, 5, 6, 0q ` 5 ¨ p7, 8, 9, 0q

“ p 2 , 4 , 6 , 0q ` p 16 , 20 , 24 , 0 q ` p 35 , 40 , 45 , 0 q

“ p 53 , 64 , 75 , 0 q.

More generally, for any p P R3, we have

Tp “ T

˜

ÿ

j

pje
3
j

¸

“
ÿ

j

T
`

pje
3
j

˘

“
ÿ

j

pj ¨ rT pe
3
jqs “

ÿ

j

pj ¨ rXj‚s

“
ÿ

j

pj ¨

«

ÿ

k

Xjke
4
k

ff

“
ÿ

j

ÿ

k

pjXjke
4
k

“
ÿ

j,k

pjXjke
4
k

We used the matrix X to construct the linear map T . One can also

go backwards: If someone knows T and can, for any p P R3 compute

Tp and tell it to us, then we can figure out X because the rows of

X are T pe31q, T pe
3
2q and T pe33q. That is, for all j P r1..3s, we have

Xj‚ “ T pe3jq. Recall the dot product ‚ : R4 ˆ R4 Ñ R given by

v ‚ w “ v1w1 ` v2w2 ` v3w3 ` v4w4. For all v P R4, for all k P r1..4s,

we have vk “ v ‚ ek. Then, for all j P r1..3s, for all k P r1..4s, we have

Xjk “ pT pe
3
jqqk “ pT pe

3
jqq ¨ e

4
k. This last formula allows us to recover

all the entries of X from the linear map T .

We have now described a way of going from a matrix X P R3ˆ4 to a

linear map T P LpR3,R4q, and a way of going back from T to X. We

generalize this to Rmˆn and LpRm,Rnq as follows:

DEFINITION 48.1. Let m,n P N. Then

(1) @A P Rmˆn, LA P LpRm,Rnq is defined by LAppq “
ÿ

j,k

pjAjke
n
k .

(2) @F P LpRm,Rnq, rF s P Rmˆn is defined by rF sjk “ rF pe
m
j qs ‚ e

n
k .
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With this notation, we have LX “ T and rT s “ X.

REMARK 48.2. Let m,n P N. Then the two maps

A ÞÑ LA
Rmˆn Ø LpRm,Rnq

rF s Ð[ F

are both linear, and they are inverses of one another.

Proof. Unassigned HW. �

By Remark 48.2, for all m,n P N, the two vector spaces Rmˆn and

LpRm,Rnq are isomorphic to one another, and, in fact, Remark 48.2

displays isomorphisms in each direction. In this isomorphism, X Ø T .

For m,n P N, many people prefer the to set up an isomorphism

Rnˆm Ø LpRm,Rnq. Note that, on the left of Ø, the n appears before

the m, whereas, on the right, it’s the other way around. Under this

new isomorphism, the matrix corrsponding to T P LpR3,R4q would not

be X, but rather, the transpose of X:

X t
“

»

—

—

–

1 4 7

2 5 8

3 6 9

0 0 0

fi

ffi

ffi

fl

P R4ˆ3.

For this exposition, we prefer the isomorphism of Remark 48.2.

We now define multiplication of matrices, in terms of composition:

DEFINITION 48.3. Let `,m, n P N, A P R`ˆm, B P Rmˆn. Then

AB :“ rLB ˝ LAs.

The next result asserts: the pi, kq entry of AB is pAi‚q ‚ pB‚jq, i.e.,

the dot product of ( the ith row of A ) and ( the jth column of B ).

REMARK 48.4. Let `,m, n P N, A P R`ˆm, B P Rmˆn. Let i P r1..`s

and k P r1..ns. Then pABqik “
m
ÿ

j“1

AijBjk.

Proof. Since L‚ and r‚s are inverses, we see that rLAs “ A and that

rLBs “ B. Then, for all j P r1..ms, we have Aij “ rLAsij “ pLApe
`
iqq‚e

m
j

and Bjk “ rLBsjk “ pLBpe
m
j qq ‚ e

n
k .

We have pABqik “ rLB˝LAsik “ ppLB˝LAqpe
`
iqq‚e

n
k . Let v :“ LApe

`
iq.

Then pLB ˝ LAqpe
`
iq “ LBpLApe

`
iqq “ LBpvq. Also, @j P r1..ms, we
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have: vj “ v ‚ emj “ pLApe
`
iqq ‚ e

m
j “ Aij. Since v “

m
ÿ

j“1

vje
m
j , we get

LBpvq “
m
ÿ

j“1

vj ¨ rLBpe
m
j qs. Then

pABqik “ ppLB ˝ LAqpe
`
iqq ‚ e

n
k

“ rLBpvqs ‚ e
n
k

“

˜

m
ÿ

j“1

vj ¨ rLBpe
m
j qs

¸

‚ enk

“

m
ÿ

j“1

vj ¨
`

rLBpe
m
j qs ‚ e

n
k

˘

“

m
ÿ

j“1

AijBjk,

as desired. �

Next on the agenda: bilinear maps.

Let U , V and W be sets and let F : U ˆ V Ñ W . Then, @v P V ,

F p‚, vq : U Ñ W is defined by pF p‚, vqqpuq “ F pu, vq. Also, @u P U ,

F pu, ‚q : V Ñ W is defined by pF pu, ‚qqpvq “ F pu, vq.

DEFINITION 48.5. Let U , V and W be vector spaces. Then BpU, V,W q

denotes the set of all F : U ˆ V Ñ W such that both

(1) @v P V , F p‚, vq P LpU,W q and

(2) @u P U , F pu, ‚q P LpV,W q.

Condition (1) of Definition 48.5 is expressed by saying that F is

“linear in its first variable”. Condition (2) is expressed by saying that

F is “linear in its second variable”. Conditions (1) and (2) together

are expressed by saying that F is “bilinear”.

Let U , V and W be vector spaces. Then WUˆV has a standard

vector space structure, and we leave it as an unassigned exercise to

verify that BpU, V,W q is a vector subspace of WUˆV . That is: ( a sum

of two bilinear maps is again bilinear ) AND ( a scalar multiple of a

bilinear map is again bilinear ).

Let U , V and W be vector spaces and let ˚ P BpU, V,W q. For all

u P U , v P V , it is traditional to use the notation u˚v to denote ˚pu, vq.

Similar remarks apply when ˚ is replaced by any special character,
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not in an alphabet. When we get to trilinear maps, there’s no such

convention, and special characters are not typically used to denote

trilinear maps.

For all m P N, there is a standard example of a bilinear function

called dot product: ‚ P BpRm,Rm,Rq. That is, for any m P N, the dot

product is a bilinear functional on Rm ˆ Rm. (The word “functional”

in place of “function” indicates that the target vector space is R.)

To give just one example of a bilinear functional ˚ on R3ˆR4, recall:

X “

»

–

1 2 3 0

4 5 6 0

7 8 9 0

fi

fl P R3ˆ4.

Define ˚ P BpR3,R4,Rq by

@i P r1..3s, @j P r1..4s, e3i ˚ e
4
j “ Xij.

The reader may expect that, to define a bilinear ˚ : R3 ˆ R4 Ñ R, we

need, @p P R3, @q P R4, to give a formula for p ˚ q. However, if we know

every e3i ˚e
4
j , then we can use bilinearity to compute p˚q. For example,

say we want to compute p5, 2, 1q ˚ p4, 6, 1, 2q. First, we have

p5, 2, 1q ˚ p4, 6, 1, 2q “ p5e31 ` 2e32 ` e
3
3q ˚ p4e

4
1 ` 6e42 ` e

4
3 ` 2e44q,

and via bilinearity of ˚, we cna expand the right hand side into 12

terms, the first of which would be 5 ¨ 4 ¨ pe31 ˚ e
4
1q, which is equal to

5 ¨ 4 ¨ X11 “ 5 ¨ 4 ¨ 1 “ 20. The others are all easy to compute, and

we leave it as an exercise for the reader to compute them and add

them; the answer is 284. In class, we gave a description of how to

get at this same 12 term computation by writing p5, 2, 1q vertically

on the right of X, writing p4, 6, 1, 2q horizontally across the top, and

the multiplying each entry of X by the numbers above it and to its

right. Those 12 products are the same as the terms in the expansion

of p5, 2, 1q ˚ p4, 6, 1, 2q. Generalizing, @p P R3, @q P R3, we compute

p ˚ q “

˜

ÿ

i

pie
3
i

¸

˚

˜

ÿ

j

qje
4
j

¸

“
ÿ

i,j

pi ¨ qj ¨ pe
3
i ˚ e

4
jq

“
ÿ

i,j

piqjXij,
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and it is understood that in each sum, i ranges over r1..3s, while j

ranges over r1..4s. Note that the final sum has 12 terms.

The variable ˚, defined in the last paragraph, will be bound for the

rest of this class. Note: A person who forgets X (but remembers ˚)

can recover each of the 12 entries of X from the 12 equations:

@i P r1..3s, @j P r1..4s, Xij “ e3i ˚ e
4
j .

The preceding discussion motivates:

DEFINITION 48.6. Let `,m P R. Then

(1) @A P R`ˆm, BA P BpR`,Rm,Rq is defined by BApe
`
i , e

m
j q “ Aij.

(2) @F P BpR`,Rm,Rq, rF s P R`ˆm is defined by rF sij “ F pe`i , e
m
j q.

For the reader who, in (1) of Definition 48.6, would prefer to see a

general formula for p ˚ q, we have: For all `,m P N, for all A P R`ˆm,

@p P R`, @q P Rm, BApp, qq “
ÿ

i,j

piqjAij,

and, in the sum, i ranges over r1..`s and j over r1..ms; the sum has `m

terms. (When ` “ 3 and m “ 4, we get the expected 12 terms.)

In the notation of Definition 48.6, BX “ ˚ and r˚s “ X.

REMARK 48.7. Let `,m P N. Then the two maps

A ÞÑ BA

R`ˆm Ø BpR`,Rm,Rq
rF s Ð[ F

are both linear, and they are inverses of one another.

Proof. Unassigned HW. �

By Remark 48.7, for all `,m P N, the two vector spaces R`ˆm and

BpR`,Rm,Rq are isomorphic to one another, and, in fact, Remark 48.2

displays isomorphisms in each direction. In this isomorphism, X Ø ˚.

We’ve been doing bilinear functionals. Now let’s approach vector

valued bilinear functions. First, recall: X, Y P R3ˆ4 are given by

X “

»

–

1 2 3 0

4 5 6 0

7 8 9 0

fi

fl , Y “

»

–

2 0 0 9

0 4 0 0

0 0 6 8

fi

fl .

Also, recall: Z P R3ˆ4ˆ2 is defined by Z‚‚1 “ X and Z‚‚2 “ Y . Then

Z131 “ X13 “ 7 and Z132 “ Y13 “ 0. For all i P r1..3s, for all j P r1..4s,
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Zij‚ P R2 is defined by pZij‚qk “ Zijk. So, since Z131 “ X13 “ 7 and

Z132 “ Y13 “ 0, we see that Z13‚ “ p7, 0q. Note that we can reproduce

Z13‚ as Z13‚ “ Z131e
2
1 ` Z132e

2
2. In general,

@i P r1..3s, @j P r1..4s, Zij‚ “
2
ÿ

k“1

Zijke
2
k.

Note: @i P r1..3s, @j P r1..4s, @k P r1..2s, Zijk “ Zij‚ ‚ e
2
k.

There is a standard VS isomorphism R3ˆ4ˆ2 ãÑą BpR3,R4,R2q, and

we begin by describing the image f P BpR3,R4,R2q of Z. Define

f P BpR3,R4,R2q by

@i P r1..3s, @j P r1..4s, e3i f e
4
j “ Zij‚,

or, equivalently by

@i P r1..3s, @j P r1..4s, e3i f e
4
j “

2
ÿ

k“1

Zijke
2
k,

or, equivalently by

@p P R3, @q P R4, pf q “
ÿ

i,j,k

piqjZijke
2
k,

and, in the sum, i ranges over r1..3s, j over r1..4s and k over r1..2s.

The variable f, defined in the last paragraph, will be bound for the

rest of this class. Note: A person who forgets Z (but remembers f)

can recover each of the 24 entries of Z from the 24 equations:

@i P r1..3s, @j P r1..4s, @k P r1..2s, Zijk “ pe
3
i f e

4
jq ‚ e

2
k.

The preceding discussion motivates:

DEFINITION 48.8. Let `,m, n P R. Then

(1) @A P R`ˆmˆn, BA P BpR`,Rm,Rnq is defined by

BApe
`
i , e

m
j q “

n
ÿ

k“1

Aijke
n
k .

(2) @F P BpR`,Rm,Rnq, rF s P R`ˆmˆn is defined by

rF sijk “ rF pe`i , e
m
j qs ‚ e

n
k .

For the reader who, in (1) of Definition 48.8, would prefer to see a

general formula for p˚q, we have: For all `,m, n P N, for all A P R`ˆmˆn,

@p P R`, @q P Rm, BApp, qq “
ÿ

i,j,k

piqjAije
n
k ,
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and, in the sum, i ranges over r1..`s, j over r1..ms and k over r1..ns; the

sum has `mn terms. (When ` “ 3, m “ 4, n “ 2, we get 24 terms.)

In the notation of Definition 48.8, BZ “ f and rfs “ Z.

REMARK 48.9. Let `,m, n P N. Then the two maps

A ÞÑ BA

R`ˆmˆn Ø BpR`,Rm,Rnq

rF s Ð[ F

are both linear, and they are inverses of one another.

Proof. Unassigned HW. �

By Remark 48.9, for all `,m, n P N, the two vector spaces R`ˆmˆn and

BpR`,Rm,Rnq are isomorphic to one another. Remark 48.9 displays

isomorphisms in each direction. In this isomorphism, Z Ø f.

We’ve been doing bilinear. Now let’s do trilinear.

Let U , V W and X be sets and let F : U ˆ V ˆW Ñ X. Then,

@v P V , @w P W , F p‚, v, wq : U Ñ X is defined by

pF p‚, v, wqqpuq “ F pu, v, wq.

Also, @u P U , @w P W , F pu, ‚, wq : V Ñ X is defined by

pF pu, ‚, wqqpvq “ F pu, v, wq.

Also, @u P U , @v P V , F pu, v, ‚q : W Ñ X is defined by

pF pu, v, ‚qqpwq “ F pu, v, wq.

DEFINITION 48.10. Let U , V , W and X be vector spaces. Then

T pU, V,W,Xq denotes the set of all F : U ˆ V ˆW Ñ X such that

(1) @v P V , @w P W , F p‚, v, wq P LpU,Xq and

(2) @u P U , @w P W , F pu, ‚, wq P LpV,Xq.

(3) @u P U , @v P V , F pu, v, ‚q P LpW,Xq.

Condition (1) of Definition 48.5 is expressed by saying that F is

“linear in its first variable”. Condition (2) is expressed by saying that F

is “linear in its second variable”. Condition (3) is expressed by saying

that F is “linear in its third variable”. Conditions (1), (2) and (3)

together are expressed by saying that F is “trilinear”.

Let U , V , W and X be vector spaces. Then XUˆVˆW has a stan-

dard vector space structure, and we leave it as an unassigned exercise

to verify that T pU, V,W,Xq is a vector subspace of XUˆVˆW . That is,
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we have: both ( a sum of two trilinear maps is again trilinear ) AND

( a scalar multiple of a trilinear map is again trilinear ).

DEFINITION 48.11. Let m1,m2,m3 P R. Then

(1) @A P Rm1ˆm2ˆm3, BA P BpRm1 ,Rm2 ,Rm3 ,Rq is defined by

BApe
m1
j1
, em2
j2
, em3
j3
q “ Aj1j2j3 .

(2) @F P BpRm1 ,Rm2 ,Rm3 ,Rq, rF s P Rm1ˆm2ˆm3 is defined by

rF sj1j2j3 “ F pem1
j1
, em2
j2
, em3
j3
q.

For the reader who, in (1) of Definition 48.11, would prefer to see a

general formula for F pp1, p2, p3q, we have:

For all m1,m2,m3 P N, for all A P Rm1ˆm2ˆm3 ,

@p1 P Rm1 , @p2 P Rm2 @p3 P Rm3 ,

BApp
1, p2, p3q “

ÿ

j1,j2,j3

p1j1p
2
j2
p3j3qjAj1j2j3 ,

and, in the sum, j1 ranges over r1..m1s, j2 over r1..m2s and j3over

r1..m3s; the sum has m1m2m3 terms.

REMARK 48.12. Let m1,m2,m3 P N. Then the two maps

A ÞÑ BA

Rm1ˆm2ˆm3 Ø BpRm1 ,Rm2 ,Rm3 ,Rq
rF s Ð[ F

are both linear, and they are inverses of one another.

Proof. Unassigned HW. �

By Remark 48.7, for all m1,m2,m3 P N, the two vector spaces

Rm1ˆm2ˆm3 and BpRm1 ,Rm2 ,Rm3 ,Rq are isomorphic to one another,

and, in fact, Remark 48.2 displays isomorphisms in each direction.

We’ve been doing trilinear functionals. Now let’s approach vector

valued trilinear functions.

DEFINITION 48.13. Let m1,m2,m3, n P N, Then

(1) @A P Rm1ˆm2ˆm3ˆn, TA P BpRm1 ,Rm2 ,Rm3 ,Rnq is defined by

TApe
m1
j1
, em2
j2
, em3
j3
q “

n
ÿ

k“1

Aj1j2j3ke
n
k .

(2) @F P BpRm1 ,Rm2 ,Rm3 ,Rnq, rF s P Rm1ˆm2ˆm3ˆn is defined by

rF sj1j2j3k “ rF pem1
j1
, em2
j2
, em3
j3
qs ‚ enk .
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For the reader who, in (1) of Definition 48.13, would prefer to see a

general formula for F pp1, p2, p3q, we have:

For all m1,m2,m3 P N, for all A P Rm1ˆm2ˆm3 ,

@p1 P Rm1 , @p2 P Rm2 @p3 P Rm3 ,

TApp
1, p2, p3q “

ÿ

j1,j2,j3,k

p1j1p
2
j2
p3j3qjAj1j2j3ke

n
k ,

and, in the sum, j1 ranges over r1..m1s, j2 ranges r1..m2s and j3 over

r1..m3s, k over r1..ns; the sum has m1m2m3n terms.

REMARK 48.14. Let m1,m2,m3, n P N. Then the two maps

A ÞÑ TA
Rm1ˆm2ˆm3ˆn Ø BpRm1 ,Rm2 ,Rm3 ,Rnq

rF s Ð[ F

are both linear, and they are inverses of one another.

Proof. Unassigned HW. �

By Remark 48.7, for all m1,m2,m3, n P N, the two vector spaces

Rm1ˆm2ˆm3ˆn and BpRm1 ,Rm2 ,Rm3 ,Rnq are isomorphic to one another,

and, in fact, Remark 48.2 displays isomorphisms in each direction.

We’ve been doing trilinear. Next: general multilinear functions.

DEFINITION 48.15. Let d P N. Let V1, . . . , Vd be vector spaces.

Let X be a vector space. Then MdpV1, . . . , Vd, Xq denotes the set of all

F : V1 ¨ ¨ ¨Vd Ñ X such that

(1) @v2 P V2, . . . , @vd P Vd, F p‚, v2, . . . , vdq P LpV1, Xq and

. . . . . . . . . . . . and

(d) @v1 P V1, . . . , @vd´1 P Vd´1, F pv1, . . . , vd´1, ‚q P LpVd, Xq.

In Definition 48.15, @c P r1..ds, Condition (c) is expressed by saying

that F is “linear in its cth variable”. Conditions (1), . . . , (d) together

are expressed by saying that F is “multilinear” or “d-multilinear”.

Let d P N. Let V1, . . . , Vd be vector spaces. Let X be a vector

space. Then XV1ˆ¨¨¨ˆVd has a standard vector space structure, and we

leave it as an unassigned exercise to verify that MdpV1, . . . , Vd, Xq is a

vector subspace of XV1ˆ¨¨¨ˆVd . That is, we have: both ( a sum of two

multilinear maps is again multilinear ) AND ( a scalar multiple of a

multilinear map is again multilinear ).

DEFINITION 48.16. Let d P N. Let m1, . . . ,md P R. Then
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(1) @A P Rm1ˆ¨¨¨ˆmd, Md
A PM

dpRm1 , . . . ,Rmd ,Rq is defined by

Md
Ape

m1
j1
, . . . , emdjd q “ Aj1¨¨¨jd .

(2) @F P BpRm1 , . . . ,Rmd ,Rq, rF s P Rm1ˆ¨¨¨ˆmd is defined by

rF sj1¨¨¨jd “ F pem1
j1
, . . . , emdjd q.

For the reader who, in (1) of Definition 48.16 would prefer to see a

general formula for F pp1, . . . , pdq, we have:

For all d P N, for all m1, . . . ,md P N, for all A P Rm1ˆ¨¨¨ˆmd ,

@p1 P Rm1 , . . . , @pd P Rmd ,

Md
App

1, . . . , pdq “
ÿ

j1,...,jd

p1j1 ¨ ¨ ¨ p
d
jd
Aj1¨¨¨jd ,

and, in the sum, j1 ranges over r1..m1s, . . . , jd over r1..mds; the sum

has m1 ¨ ¨ ¨md terms.

REMARK 48.17. Let d P N. Let m1, . . . ,md P N. Then

A ÞÑ Md
A

Rm1ˆ¨¨¨ˆmd Ø BpRm1 , . . . ,Rmd ,Rq
rF s Ð[ F

are both linear, and they are inverses of one another.

Proof. Unassigned HW. �

By Remark 48.7, for all d P N, for all m1, . . . ,md P N, the two

vector spaces Rm1ˆ¨¨¨ˆmd and BpRm1 , . . . ,Rmd ,Rq are isomorphic to one

another. Remark 48.7 displays isomorphisms in each direction.

We’ve been doing multilinear functionals. Finally, let’s approach

vector valued multilinear functions.

DEFINITION 48.18. Let d P N, m1, . . . ,md P N, n P N. Then

(1) @A P Rm1ˆ¨¨¨ˆmdˆn, Md
A P BpRm1 , . . . ,Rmd ,Rnq is defined by

Md
Ape

m1
j1
, . . . , emdjd q “

n
ÿ

k“1

Aj1¨¨¨jdke
n
k .

(2) @F P BpRm1 , . . . ,Rmd ,Rnq, rF s P Rm1ˆ¨¨¨ˆmdˆn is defined by

rF sj1¨¨¨jdk “ rF pem1
j1
, . . . , emdjd qs ‚ e

n
k .
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For the reader who, in (1) of Definition 48.18 would prefer to see a

general formula for F pp1, . . . , pdq, we have:

For all d P N, for all m1, . . . ,md P N, for all A P Rm1ˆ¨¨¨ˆmd ,

@p1 P Rm1 , . . . , @pd P Rmd ,

Md
App

1, . . . , pdq “
ÿ

j1,...,jd,k

p1j1 ¨ ¨ ¨ p
d
jd
Aj1¨¨¨jdke

n
k ,

and, in the sum, j1 ranges over r1..m1s, . . . , jd over r1..mds, k over

r1..ns; the sum has m1 ¨ ¨ ¨mdn terms.

REMARK 48.19. Let d P N. Let m1, . . . ,md P N. Let n P N. Then

A ÞÑ Md
A

Rm1ˆ¨¨¨ˆmdˆn Ø BpRm1 , . . . ,Rmd ,Rnq

rF s Ð[ F

are both linear, and they are inverses of one another.

Proof. Unassigned HW. �

By Remark 48.19, for all d P N, for all m1, . . . ,md, n P N, the two

vector spaces Rm1ˆ¨¨¨ˆmdˆn and BpRm1 , . . . ,Rmd ,Rnq are isomorphic

to one another. Remark 48.19 displays isomorphisms in each direction.

49. Class 23 on 17 April 2018, Tu of Week 13

Assigned HW#13-1, HW#13-2 and HW#13-3.

THEOREM 49.1. Let V and W be finite dimensional normed vector

spaces. Let Z be a normed vector space. Let ˚ P BpV,W,Zq. Then:

DK ě 0 such that, @v P V , @w P W , |v ˚ w|Z ď K ¨ |v|V ¨ |w|W .

Proof. Let m :“ dimV , n :“ dimW . Choose B P OBpV q, C P OBpW q.

Then LB : Rm Ñ V and LC : Rn Ñ W are vector space isomorphisms.

Let V1 :“ pRm, | ‚ |m,1q, W1 :“ pRn, | ‚ |n,1q. By (1) of Theorem 46.1,

L´1B : V Ñ V1 and L´1C : W Ñ W1 are both bounded. We define

S :“ pL´1B q
p

V,V1
and T :“ pL´1C q

p

W,W1
. Then L´1B : V Ñ V1 is S-bounded

and L´1C : W Ñ W1 is T -bounded.

Define f P BpV1,W1, Zq by xfy “ rLBpxqs˚rLCpyqs. By HW#13-2,

choose K1 ě 0 such that, @x P V1, @y P W1, |xf y|Z ď K1 ¨ |x|V1 ¨ |y|W1 .

Let K :“ K1ST . Want: @v P V , @w P W , |v ˚w|Z ď K ¨ |v|V ¨ |w|W . Let

v P V and w P W be given. We wish to show: |v ˚w|Z ď K ¨ |v|V ¨ |w|W .
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Let x :“ L´1B pvq and let y :“ L´1C pwq. Then

x f y “ rLBpxqs ˚ rLCpyqs “ v ˚ w.

Since L´1B : V Ñ V1 is S-bounded, we get |L´1B pvq|V1 ď S|v|V . Since

L´1C : W Ñ W1 is T -bounded, we get |L´1C pwq|W1 ď T |w|W . Then

|v ˚ w|Z “ |xf y|Z ď K1 ¨ |x|V1 ¨ |y|V2

“ K1 ¨ |L
´1
B pvq|V1 ¨ |L

´1
C pwq|W1

ď K1 ¨ S ¨ |v|V ¨ T ¨ |w|W

“ K ¨ |v|V ¨ |w|W ,

as desired. �

Assigned HW#13-4.

DEFINITION 49.2. Let S, V,W,Z be vector spaces. ˚ P BpV,W,Zq.

Let f : S 99K V and let g : S 99K W . Then f ˚
S
g : S 99K Z is defined

by pf ˚
S
gqpxq “ rfpxqs ˚ rgpxqs.

We will sometimes omit the “S” in “˚
S
”, provided S is clear. Note

that, in Definition 49.2, domrf ˚
S
gs “ pdomrf sq

č

pdomrgsq.

THEOREM 49.3. Let S, V,W,Z be finite dimensional vector spaces.

Let ˚ P BpV,W,Zq. Then r pOpS, V qs ˚
S
rqOpS,W qs Ď qOpS,Zq.

Proof. We wish to show: @α P pOpS, V q, @β P qOpS,W q, we have:

α ˚
S
β P qOpS,Zq. Let α P pOpS, V q and β P qOpS,W q be given. We wish

to show: α ˚
S
β P qOpS,Zq.

Choose | ‚ |S P N pSq and | ‚ |V P N pV q and | ‚ |W P N pW q. Choose

} ‚ } P N pZq. By Theorem 49.1, choose K ě 0 such that, @v P V ,

@w P W , }v ˚ w} ď K ¨ |v|V ¨ |w|W . Let | ‚ |Z :“ r} ‚ }s{rK ` 1s. Then:

@v P V , @w P W , we have |v ˚ w|Z ď |v|V ¨ |w|W .

Since α P pOpS, V q, choose U P NSp0Sq such that

U Ď domrαs and sup |α˚pUq|V ă 8.

Since domrαs Ě U P NSp0Sq, we conclude that domrαs P NSp0Sq.

Since β P qOpS,W q, we know

‚ domrβs P NSp0Sq,

‚ βp0Sq “ 0W and

‚ β : S 99K W is continuous at 0S.
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Let γ :“ α ˚S β. We wish to show: α P qOpS,Zq. We wish to show:

‚ domrγs P NSp0Sq,

‚ γp0Sq “ 0Z and

‚ γ : S 99K Z is continuous at 0S.

Because

domrαs P NSp0Sq and domrβs P NSp0Sq and

domrγs “ pdomrαsq X pdomrβsq,

it follows that domrγs P NSp0Sq. Also, we have

γp0Sq “ rαp0Sqs ˚ rβp0Sqs “ rαp0Sqs ˚ r0W s “ 0Z .

It remains to show: γ : S 99K Z is continuous at 0S. We wish to show:

@ε ą 0, Dδ ą 0 such that, @x P domrγs,

r |x|S ă δ s ñ r |γpxq|Z ă ε s.

Let ε ą 0 be given. We wish to show: Dδ ą 0 such that, @x P domrγs,

r |x|S ă δ s ñ r |γpxq|Z ă ε s.

Since U P NSp0Sq and since BSp0Sq is a neighborhood base at 0S in S,

choose ρ ą 0 such that BSp0S, ρq Ď U . Let M :“ psup |α˚pUq|V q ` 1.

Then M ą 0 and |α˚pUq|V ăM . Since β : S 99K W is continuous at 0S
and since βp0Sq “ 0W , choose τ ą 0 such that, for all x P domrβs,

r |x|S ă τ s ñ r |βpxq|W ă ε{M s.

Let δ :“ mintρ, τu. We wish to show: @x P domrγs,

r |x|S ă δ s ñ r |γpxq|Z ă ε s.

Let x P domrγs be given. We wish to show:

r |x|S ă δ s ñ r |γpxq|Z ă ε s.

Assume: |x|S ă δ. We wish to show: |γpxq|Z ă ε.

Recall: domrγs “ pdomrαsq X pdomrβsq. So, since x P domrγs, we

get x P domrαs and x P domrβs.

Since |x|S ă δ ď ρ, we get x P BSp0S, ρq. So, since BSp0S, ρq Ď U ,

we get x P U . So, since x P domrαs, we get αpxq P α˚pUq. Then

|αpxq|V P |α˚pUq|V ăM . Since x P domrβs and |x|S ă δ ď τ , by choice
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of τ , we see that |βpxq|W ă ε{M . Let v :“ αpxq and let w :“ βpxq.

Then |v ˚ w|Z ď |v|V ¨ |w|W . Then

|γpxq|Z “ | pα ˚S βqpxq |Z “ | rαpxqs ˚ rβpxqs |Z

“ | v ˚ w |Z ď |v|V ¨ |w|W

“ |αpxq |V ¨ | βpxq |W

ă M ¨ r ε{M s “ ε,

as desired. �

COROLLARY 49.4. Let S, V,W,Z be finite dimensional vector spaces.

Let f P BpW,V, Zq. Then r pOpS,W qs f
S
rqOpS, V qs Ď qOpS,Zq.

Proof. Let V1 :“ W and W1 :“ V . By Theorem 49.3 (with V replaced

by V1, W by W1 and ˚ by f), we have

r pOpS, V1qs f
S

rqOpS,W1qs Ď qOpS,Zq.

Then r pOpS,W qs f
S
rqOpS, V qs “ r pOpS, V1qs f

S
rqOpS,W1qs Ď qOpS,Zq. �

COROLLARY 49.5. Let S, V,W,Z be finite dimensional vector spaces.

Let ˚ P BpV,W,Zq. Then rqOpS, V qs ˚
S
r pOpS,W qs Ď qOpS,Zq.

Proof. Define f P BpW,V, Zq by w f v “ v ˚ w. Then

rqOpS, V qs ˚
S
r pOpS,W qs “ r pOpS,W qs f

S
rqOpS, V qs.

By Corollary 49.4, we have r pOpS,W qs f
S
rqOpS, V qs Ď qOpS,Zq. Then

rqOpS, V qs ˚
S
r pOpS,W qs “ r pOpS,W qs f

S
rqOpS, V qs Ď qOpS,Zq. �

COROLLARY 49.6. Let S, V,W,Z be finite dimensional vector spaces.

Let ˚ P BpV,W,Zq. Then rqOpS, V qs ˚
S
rqOpS,W qs Ď qOpS,Zq.

Proof. By HW#12-4, qOpS,W q Ď pOpS,W q. By Corollary 49.5,

rqOpS, V qs ˚
S
r pOpS,W qs Ď qOpS,Zq.

Then rqOpS, V qs ˚S rqOpS,W qs Ď rqOpS, V qs ˚S r pOpS,W qs Ď qOpS,Zq. �

Assigned HW#13-5.

THEOREM 49.7. Let S, V,W,Z be finite dimensional vector spaces.

Let ˚ P BpV,W,Zq. Let p, q ě 0. Then
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(1) r pOppS, V qs ˚
S
r pOqpS,W qs Ď pOp`qpS,Zq,

(2) r pOppS, V qs ˚
S
rqOqpS,W qs Ď qOp`qpS, Zq,

(3) rqOppS, V qs ˚
S
r pOqpS,W qs Ď qOp`qpS,Zq and

(4) rqOppS, V qs ˚
S
rqOqpS,W qs Ď qOp`qpS,Zq.

Proof. Choose | ‚ | P N pSq.
Proof of (1): By HW#13-5, r pOpS, V qs ˚

S
r pOpS,W qs Ď pOpS,Zq. Then

r pOppS, V qs ˚
S
r pOqpS,W qs

“ rp| ‚ |
p
q ¨ p pOpS, V qqs ˚

S
rp| ‚ |

q
q ¨ p pOpS,W qqs

“ p| ‚ |
p
q ¨ p| ‚ |

q
q ¨ p r pOpS, V qs ˚

S
r pOpS,W qs q

Ď p| ‚ |
p`q
q ¨ p pOpS,Zq q “ pOp`qpS,Zq,

as desired. End of proof of (1).

Proof of (2): By Theorem 49.3, r pOpS, V qs ˚
S
rqOpS,W qs Ď qOpS,Zq. Then

r pOppS, V qs ˚
S
rqOqpS,W qs

“ rp| ‚ |
p
q ¨ p pOpS, V qqs ˚

S
rp| ‚ |

q
q ¨ pqOpS,W qqs

“ p| ‚ |
p
q ¨ p| ‚ |

q
q ¨ p r pOpS, V qs ˚

S
rqOpS,W qs q

Ď p| ‚ |
p`q
q ¨ p qOpS,Zq q “ qOp`qpS, Zq,

as desired. End of proof of (2).

Proof of (3): By Corollary 49.5, rqOpS, V qs ˚
S
r pOpS,W qs Ď qOpS,Zq. Then

rqOppS, V qs ˚
S
r pOqpS,W qs

“ rp| ‚ |
p
q ¨ pqOpS, V qqs ˚

S
rp| ‚ |

q
q ¨ p pOpS,W qqs

“ p| ‚ |
p
q ¨ p| ‚ |

q
q ¨ p rqOpS, V qs ˚

S
r pOpS,W qs q

Ď p| ‚ |
p`q
q ¨ p qOpS,Zq q “ qOp`qpS, Zq,

as desired. End of proof of (3).
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Proof of (4): By Corollary 49.6, rqOpS, V qs ˚
S
rqOpS,W qs Ď qOpS, Zq. Then

rqOppS, V qs ˚
S
rqOqpS,W qs

“ rp| ‚ |
p
q ¨ pqOpS, V qqs ˚

S
rp| ‚ |

q
q ¨ pqOpS,W qqs

“ p| ‚ |
p
q ¨ p| ‚ |

q
q ¨ p rqOpS, V qs ˚

S
rqOpS,W qs q

Ď p| ‚ |
p`q
q ¨ p qOpS,Zq q “ qOp`qpS, Zq,

as desired. End of proof of (4). �

We also recall the main results from Theorem 47.15:

THEOREM 49.8. Let V,W,X be finite dimensional vector spaces.

Let p, q ą 0. Then

(5) r pOqpW,Xqs ˝ r pOppV,W qs Ď pOqppV,Xq,

(6) r pOqpW,Xqs ˝ rqOppV,W qs Ď qOqppV,Xq,

(7) rqOqpW,Xqs ˝ r pOppV,W qs Ď qOqppV,Xq and

(8) rqOqpW,Xqs ˝ rqOppV,W qs Ď qOqppV,Xq.

Proof. Pf of (5): Follows from (5) of Theorem 47.15. End of pf of (5).

Pf of (6): Follows from (6) of Theorem 47.15. End of pf of (6).

Pf of (7): Follows from (7) of Theorem 47.15. End of pf of (7).

Pf of (8): Follows from (8) of Theorem 47.15. End of pf of (8). �

HW#13-1 asserts that every linear function has linear order. We

next prove (in Theorem 49.9, below) that a function that is both linear

and sublinear must be identically zero.

Let S be a set and let W be a vector space. We define 0SW :“ C0W
S .

Then 0SW : S Ñ W . For all x P S, we have 0SW pxq “ 0W . Recall that

W S has a standard vector space structure. Then 0SW “ 0WS . That is,

0SW is the zero element of W S.

Let V and W be vector spaces. Then 0VW “ 0LpV,W q.

Let V and W be finite dimensional vector spaces. Then, for all p ě 0,

we have both 0VW “ 0
pOppV,W q and 0VW “ 0

qOppV,W q.

THEOREM 49.9. Let V and W be finite dimensional vector spaces.

Then rLpV,W qs X rqO1pV,W qs “ t0VW u.

Proof. Since rLpV,W qs X rqO1pV,W qs Ě t0VW u, it suffices to prove:

rLpV,W qs X rqO1pV,W qs Ď t0VW u. We wish to show:

@T P rLpV,W qs X rqO1pV,W qs, T P t0VW u.
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Given @T P rLpV,W qs X rqO1pV,W qs. Want: T P t0VW u.

We have: both T P LpV,W q and T P qO1pV,W q. We wish to show:

T “ 0VW . Assume that T ‰ 0VW . We aim for a contradiction.

Since T ‰ 0VW , choose x P V s.t. Tx ‰ 0W . Let y :“ Tx. Then

y ‰ 0W . Since Tx ‰ 0W , it follows that x ‰ 0V .

Choose | ‚ |V P N pV q and | ‚ |W P N pW q. Since x ‰ 0V , |x|V ą 0.

Since y ‰ 0W , |y|W ą 0. Let ε :“ r|y|W s{r|x|V s. Then ε ą 0.

Since T P qO1pV,W q “ r| ‚ |V s ¨ rqOpV,W s, choose α P qOpV,W q such

that T “ | ‚ |V ¨ α. We have

domrT s “ pdomr| ‚ |V sq X pdomrαsq

“ V X pdomrαsq “ domrαs.

Since T P LpV,W q, we get domrT s “ V .

For all s P R, we have both

T psxq “ s ¨ rTxs “ sy and

T psxq “ p| ‚ |V ¨ αqpsxq

“ |sx|V ¨ rαpsxqs

“ |s| ¨ |x|V ¨ rαpsxqs,

so

|T psxq|W “ |sy|W “ |s| ¨ |y|W and

|T psxq|W “ |s| ¨ |x|V ¨ |αpsxq|W ,

so |s| ¨ |y|W “ |s| ¨ |x|V ¨ |αpsxq|W . Then, @s P Rˆ0 , since |s| ‰ 0, we get

|y|W “ |x|V ¨ |αpsxq|W , so |αpsxq|W “ ε.

Because α P qOpV,W q, it follows both that αp0V q “ 0W and that

α : V 99K W is continuous at 0V . Then choose δ ą 0 s.t., @v P domrαs,

r |v|V ă δ s ñ r |αpvq|W ă ε s.

Let s :“ δ{p2 ¨ |x|V q. Since δ ą 0 and |x|V ą 0, we get s ą 0. Then

s ‰ 0, so |αpsxq|W “ ε. Let v :“ sx. Then v P V “ domrT s “ domrαs

and |v|V “ s ¨ |x|V “ δ{2 ă δ, so, by choice of δ, we get |αpvq|W ă ε.

Then ε “ |αpsxq|W “ |αpvq|W ă ε, so ε ă ε. Contradiction. �

50. Class 24 on 19 April 2018, Th of Week 13

DEFINITION 50.1. Let V and W be vector spaces. Then we define

(1) BpV,W q :“ BpV, V,W q,
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(2) T pV,W q :“ T pV, V, V,W q and

(3) @d P N, MdpV,W q :“MdpV, . . . , V,W q.

DEFINITION 50.2. Let V and W be vector spaces, let d P N and let

F PMdpV,W q. Then we define ∆F : V Ñ W by ∆F puq “ F pu, . . . , uq.

In Definition 50.2, the mapping ∆F : V Ñ W is called the diagonal

restriction of F .

We work three examples: First, let

A :“

„

1 4

0 3



.

Let G :“ BA. Then G P BpR2,R2,Rq “ BpR2,Rq, and so we have

G : R2 ˆ R2 Ñ R. For all p, q, x, y P R, we have

Gp pp, qq , px, yq q “ px ` 4py ` 3qy.

Let Q :“ ∆G. Then Q : R2 Ñ R. For all x, y P R, we have

Qpx, yq “ Gp px, yq , px, yq q “ x2 ` 4xy ` 3y2.

Note that Q : R2 Ñ R is a homogeneous quadratic polynomial. Second,

the transpose of A is

At :“

„

1 0

4 3



.

For all j, k P r1..2s, we have Atjk “ Akj. Let G1 :“ BAt . We leave it as

an exercise to verify, for all p, q, x, y P R, we have

G1p pp, qq , px, yq q “ Gp px, yq , pp, qq q.

Thus, for all u, v P R2, we have G1pu, vq “ Gpv, uq. Then, for all u P R2,

we have ∆G1puq “ G1pu, uq “ Gpu, uq “ ∆Gpuq. Then ∆G1 “ ∆G “ Q.

Third, the symmetrization of A is C :“ pA` Atq{2. We compute

C :“

„

1 2

2 3



.

For all j, k P r1..2s, Cjk “ pAjk ` Akjq{2. Then, for all j, k P r1..2s,

we get Ckj “ Cjk. This is expressed by saying that C is a symmetric

matrix. Let H :“ BC . Then H “ pBA ` BAtq{2 “ pG `G1q{2. Then,

for all u, v P R2, we have

Hpu, vq “
rGpu, vqs ` rGpv, uqs

2
.
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Then, for all u, v P R2, we bet Hpv, uq “ Hpu, vq. This is expressed

by saying that H is a symmetric bilinear function. We have ∆H “

p∆G`∆G1q{2 “ pQ`Qq{2 “ Q. Thus the three matrices A, At and C

give rise to three different bilinear functions G, G1 and H, but those

bilinear functions all give rise to the same quadratic polynomial Q.

Generally, for any quadratic polynomial Q : R2 Ñ R, there are many

bilinear functions F such that Q “ BF , but exactly one of them is

symmetric. This generalizes to higher dimensions, and also, to cubics,

quartics and higher degree. We explain those generalizations next. We

start by defining what it means for a function P : V Ñ W to be a

(homogeneous) polynomial.

DEFINITION 50.3. Let V and W be vector spaces. Then we define

(0) CpV,W q :“ tCx
V |x P W u,

(0’) P 0pV,W q :“ CpV,W q,

(1) P 1pV,W q :“ LpV,W q,

(2) QpV,W q :“ t∆F |F P BpV,W qu,

(3) KpV,W q :“ t∆F |F P T pV,W qu,

(˚) @d P r2..8q, P dpV,W q :“ t∆F |F PM
dpV,W qu,

Let V and W be vector spaces. Then

(0) P 0pV,W q “ CpV,W q,

(1) P 1pV,W q “ LpV,W q,

(2) P 2pV,W q “ QpV,W q,

(3) P 3pV,W q “ KpV,W q.

Also, for all F : V Ñ W ,

(0) F is constant means F P CpV,W q,

(1) F is (homogeneous) linear means F P LpV,W q,

(2) F is (homogeneous) quadratic means F P QpV,W q,

(3) F is (homogeneous) cubic means F P KpV,W q,

(˚) @d P N0, F is (homogeneous) of degree d means F P P dpV,W q.

Let V and W be vector spaces, d P r2..8q, F P P dpV,W q. Then

there are many F P MdpV,W q such that ∆F “ P , but only one such

F is symmetric, a term that we define next.

DEFINITION 50.4. Let V and W be vector spaces. Then

(1) SM1pV,W q :“ LpV,W q,

(2) SBpV,W q :“ tF P BpV,W q | @x, y P V, F px, yq “ F py, xqu,
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(3) ST pV,W q :“ tF P BpV,W q | @x, y, z P V,

F px, y, zq “ F py, z, xq “ F pz, x, yq “

F py, x, zq “ F px, z, yq “ F pz, y, xq u,

(˚) @d P r2..8q, SMdpV,W q :“

tF PMdpV,W q | @x1, . . . , xd P V, @σ : r1..ds ãÑą r1..ds,

F px1, . . . , xdq “ F pxσp1q, . . . , xσpdqq u.

Let V and W be vector spaces. Then SM2pV,W q “ SBpV,W q and

SM3pV,W q “ ST pV,W q. Also, we define symmetric multilinar

function as follows:

(2) @F P BpV,W q, F is symmetric means F P SBpV,W q,

(3) @F P T pV,W q, F is symmetric means F P ST pV,W q,

(˚) @d P r2..8q, @F PMdpV,W q,

F is symmetric means F P SMdpV,W q,

Let V and W be vector spaces and let d P r2..8q. The mapping

F ÞÑ ∆F : MdpV,W q Ñ P dpV,W q is linear and surjective. It is a

theorem that the restriction of that mapping to SMdpV,W q is a vector

space isomorphism. That is, F ÞÑ ∆F : SMdpV,W q Ñ P dpV,W q is a

vector space isomorphism. Let Πd
VW : P dpV,W q Ñ SMdpV,W q be the

inverse isomorphism. Then, for all P P P dpV,W q, by the polarization

of P we mean Πd
VW pP q. Therefore, the polarization of

a homogeneous polynomial of degree d from V to W

is a symmetric d-multilinear function on V d taking values in W . Po-

larization allows us to convert

questions about homogeneous polynomials

into questions about symmetric multilinear algebra.

Let V be a vector space and d P r2..8q. Then Dvector space Z

(called the dth symmetric power of V ) such that, @vector space W ,

Dan isomorphism Φd
VW : SMdpV,W q ãÑą LpZ,W q. Since SM is on one

side and L is on the other, this isomorphism allows us to convert

questions about symmetric multilinear algebra

into questions about linear algebra.

THE BIG IDEA: Let V and W be vector spaces, let f : V 99K W ,

let p P V and let d P N. We attempt to approximate f near p

by a polynomial, as follows. Recall (Definition 25.21): for all h P V ,

fTp phq “ rfpp ` hqs ´ rfppqs. Approximating f near p is equivalent
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to approximating fTp near 0V . Assume that we are able to find ho-

mogeneous polynomials P1 P P
1pV,W q, . . . , Pd P P

dpV,W q such that

fTp ´ P1 ´ ¨ ¨ ¨ ´ Pd P qOdpV,W q. As P1 P P
1pV,W q “ LpV,W q, use

linear algebra to study P1. For each j P r2..ds, let Fj :“ Πj
V W pPjq.

For each j P r2..ds, let Zj be the jth symmetric power of V and let

Lj :“ Φj
V W pFjq. As Lj P LpZj,W q, use linear algebra to study Lj.

Finally, the remainder fTp ´ P1 ´ ¨ ¨ ¨ ´ Pd is sub-d. Assuming d is very

large, we try to show that, in some sense (to be determined later),

any sub-d function is small, and can be neglected. The upshot of this

discussion: LINEAR ALGEBRA IS THE STUDY OF EVERYTHING!

We now begin to implement this big idea, step by step.

REMARK 50.5. Let V and W be finite dimensional vector spaces

and let α P pOpV,W q. Then domrαs P NV p0V q.

Proof. Since α P pOpV,W q, choose U P NV p0V q such that U Ď domrαs.

Since domrαs Ě U P NV p0V q, it follows that domrαs P NV p0V q. �

Let V and W be finite dimensional vector spaces and let p ě 0. Then

qOppV,W q Ď pOppV,W q Ď pOpV,W q. So, by Remark 50.5, we see

‚ @α P qOppV,W q, domrαs P NV p0V q and

‚ @α P pOppV,W q, domrαs P NV p0V q.

REMARK 50.6. Let V and W be vector spaces, let f : V 99K W and

let p P V . Assume that domrf s R NV ppq. Then domrfTp s R NV p0V q.

Proof. Unassigned HW. �

DEFINITION 50.7. Let V and W be finite dimensional vector spaces,

let f : V 99K W and let p P V . Then we define

LINSV,Wp f :“ t L P LpV,W q | fTp ´ L P qO1pV,W q u.

In Definition 50.7, when V and W are clear, we will omit them from

the notation, and write LINSpf instead of LINSV,Wp f . The functions L

in LINSpf are called linearizations of f at p. They are those linear

functions that approximate fTp at 0V , in the sense that the remainder,

fTp ´ L, is sublinear. We’ll show in a moment (Remark 50.12) that, if

a linearization exists, then it’s unique.

There’s a strong connection between differentiation and linearization.

For example, recall that the absolute value function | ‚ | : R Ñ R is

NOT differentiable at 0. Unassigned HW: Let | ‚ | : RÑ R denote the
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absolute value function. Show that LINS0| ‚ | “ H, i.e. show that | ‚ |

has NO linearization at 0.

For functions f : R Ñ R, if L is a linearization of f at a point

p P R, then there’s a tangent line T to the graph of f at pp, fppqq,

and the graph of L is the line passing through the origin p0, 0q that is

parallel to T . We’ll eventually see that this always works, provided the

domain of f is a neighborhood of p. However, if the domain is not a

neighborhood, then we may be able to find a tangent line, even though

no linearization exists:

Let X0 :“ t1, 1{2, 1{3, . . .u Y t0u, let f0 :“ pidRq|X0 : X0 Ñ R and

let p0 :“ 0. The graph of f0 consists of the origin p0, 0q, together

with countably many points approaching the origin. Then we have

f 10pp0q “ 1, and, also, domrf0s “ X0 R NRpp0q. So the line y “ x is,

in some sense, a tangent line to f0 at p0, 0q, even though the domain

of f0 is not a neighborhood of p0. Because domrf0s R NRpp0q, by the

next remark (Remark 50.9), we see that LINS0f0 “ H, i.e., there is

NO linearization to f0 at p0.

REMARK 50.8. Let V and W be finite dimensional vector spaces,

f : V 99K W and p P V . Then:

r domrf s P NV ppq s ô r domrfTp s P NV p0V q s.

Proof. Unassigned HW. �

REMARK 50.9. Let V and W be finite dimensional vector spaces,

f : V 99K W and p P V . Assume LINSpf ‰ H. Then domrf s P NV ppq.

Proof. Choose L P LINSpf . Then L P LpV,W q and fTp ´L P qO1pV,W q.

Since L P LpV,W q, we have domrLs “ V . Let R :“ fTp ´ L. Then

domrRs “ pdomrfTp q X pdomrLsq. So, since domrfTp s Ď V “ domrLs,

we conclude that domrRs “ domrfTp s.

We have R “ fTp ´L P qO1pV,W q, so, by definition of qO1, we see that

domrRs P NV p0V q. Then domrfTp s “ domrRs P NV p0V q. Then, by ð

of Remark 50.8, domrf s P NV ppq. �

Let X be a topological space, let Y be a set, let α, β : X 99K Y and

let S Ď X. Recall that α “ β on S means: @z P S, αpzq “ βpzq.

DEFINITION 50.10. Let X be a topological space, let Y be a set,

let α, β : X 99K Y and let p P X. Then α “ β near p means: there

exists U P NXppq such that α “ β on U .
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FACT 50.11. Let V and W be finite dimensional vector spaces and let

α, β : V 99K W . Assume that α “ β near 0V , and that α P qO1pV,W q.

Then we have: β P qO1pV,W q.

Proof. Unassigned HW. I may assign this next week. �

Let p ě 0. Unassigned HW: Show that Fact 50.11 continues to be

true if qO1 is replaced by qOp. Unassigned HW: Show that Fact 50.11

continues to be true if qO1 is replaced by pOp.

REMARK 50.12. Let V and W be finite dimensional vector spaces,

let f : V 99K W and let p P V . Then #pLINSp fq ď 1.

Proof. We wish to show:

@L,M P LINSpf , L “M .

Let L,M P LINSpf be given. We wish to show: L “M .

By Lemma 50.9, we have domrf s P NV ppq. So, byñ of Remark 50.8,

we have domrfpT s P NV p0V q. Let U :“ domrfTp s. Then U P NV p0V q.

Let R :“ fTp ´L and S :“ fTp ´M . Then, as L,M P LINSpf , we see

that R, S P qO1pV,W q. So, since qO1pV,W q is a vector space of functions,

we get S ´ R P qO1pV,W q. By assumption, L,M P LpV,W q, So, since

LpV,W q is a vector space of functions, we get L ´M P LpV,W q. We

have S´R “ L´M on U , so, since U P NV p0V q, we get S´R “ L´M

near 0V . So, since S ´ R P qO1pV,W q, by Lemma 50.11, we see that

L´M P qO1pV,W q. By Theorem 49.9, rLpV,W qsXrqO1pV,W qs “ t0VW u.

So, since L ´M P LpV,W q and since L ´M P qO1pV,W q, we conclude

that L´M “ 0VW . Then L “M . �

Let A :“ r6s P R1ˆ1. Then A is a 1 ˆ 1 matrix, and the only entry

of A is 6. That entry of A is A11, and so we have: A11 “ 6. To get at

the unique entry of a 1ˆ 1 matrix, we make the following definition:

DEFINITION 50.13. For any set S, for any A P S1ˆ1, we define

ENTS :“ S11

Let A :“ r6s P R1ˆ1 and let

B :“

„

7 5 3

2 4 6



P R2ˆ3.

Then ENTA “ A11 “ 6, while ENTB “ / and B11 “ 7.

DEFINITION 50.14. Let V and W be finite dimensional vector

spaces, let f : D 99K W and let p P V . Then Dpf :“ ELTpLINSpfq.
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In Definition 50.14, we have Dpf P LpV,W q, and Dpf is called the

total derivative of f at p.

Let V and W be finite dimensional vector spaces, let f : D 99K W
and let p P V . By Remark 50.12, either f has no linearization at p, or

it has exactly one. If it has none, then Dpf “ /. If there is exactly

one linearization L of f at p, then:

rDpf “ L s and rL P LpV,W q s and r fTp ´ L P O1pV,W q s.

Let m P N, let p P Rm, let W be a finite dimensional vector space

and let f : Rm 99K W . Then the partial derivatives of f at p are

the vectors: pB1fqppq, . . . , pBmfqppq P W . The matrix of the total de-

rivative is: rDpf s P Rmˆn. The rows of this matrix are the vectors:

rDpf s‚1, . . . , rDpf s‚m P W . We will see later that, for all j P r1..ms,

we have: rDpf s‚j “ pBjfqppq. In this sense, the total derivative is

assembled from the partial derivatives.

REMARK 50.15. Let V and W be finite dimensional vector spaces,

f : D 99K W and p P V . Assume Dpf ‰ /. Then domrf s P NV ppq.

Proof. Since ELTpLINSpfq “ Dpf ‰ /, we see that LINSpf ‰ H.

Then, by Remark 50.9, domrf s P NV ppq. �

Let X0 :“ t1, 1{2, 1{3, . . .uYt0u, let f0 :“ pidRq|X0 : X0 Ñ R and let

p0 :“ 0. Then domrf0s R NV pp0q, so, by Remark 50.15, Dp0f0 “ /. On

the other hand, we have f 10pp0q “ 1. So, in this case, there’s no clear

connection between Dp0f0 and f 10pp0q. We will eventually show that

this disconnect is exactly caused by the fact that domrf0s R NV pp0q.

Let’s next look at an example where the domain is a neighborhood

of the point: Define f : R Ñ R by fpxq “ x2. Let p :“ 3. Then

f 1ppq “ 6. We wish to compute Dpf , and to compare it to f 1ppq. We

begin by computing fTp : For all h P R, we have

fTp phq “ rfpp` hqs ´ rfppqs “ pp` hq2 ´ p2

“ p2 ` 2ph` h2 ´ p2 “ 2ph` h2

“ 2 ¨ 3 ¨ h` h2 “ 6h` h2.

Next we try to break fTp into a sum of two functions, one in LpR,Rq and

the other in qO1pR,Rq. Define L P LpR,Rq by Lphq “ 6h. Define R :

RÑ R by Rphq “ h2. Then fTp “ L`R and L P LpR,Rq. Unassigned

HW: Prove the quadratic analogue of HW#13-2. That is, prove that,

for all finite dimensional vector spaces V and W , QpV,W q Ď pO2pV,W q.
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In particular, QpR,Rq Ď pO2pR,Rq. Recall: BpR,Rq “ BpR,R,Rq is

the set of bilinear maps R ˆ R Ñ R. As R is the diagonal restriction

of the bilinear mapping

px, yq ÞÑ 6xy P BpR,Rq,

we get R P QpR,Rq. Then R P QpR,Rq Ď pO2pR,Rq Ď qO1pR,Rq. Since

L P LpR,Rq and fTp ´ L “ R P qO1pR,Rq, we get Dpf “ L. Then

rDpf s “ rLs “ r6s P R1ˆ1, so ENTrDpf s “ 6 “ f 1ppq.

Let f : R 99K R and let p P R. We next pursue two goals:

(1) Show: f 1ppq “˚ ENTrDpf s.

(2) Show: p domrf s P NRppq q ñ p f 1ppq “ ENTrDpf s q.

Let X0 :“ t1, 1{2, 1{3, . . .u Y t0u, let f0 :“ pidRq|X0 : X0 Ñ R and

let p0 :“ 0. Keep in mind that f 10pp0q “ 1 ‰ / “ ENTrDp0f0s. So, the

requirement, in (2), that domrf s P NRppq cannot be eliminated.

51. Class 25 on 24 April 2018, Tu of Week 14

Unassigned HW: Let V be a normed vector space, let W be a vector

space, let f : V 99K W and let p P V . Show:

r domrf s P NV ppq s ô r domrfTp s P NV p0V q s.

Hint: For ñ, use the fact that domrfTp s “ pdomrf sq ´ p. For ð, use

the fact that domrf s “ pdomrfTp sq ` p.

Assigned HW#14-1, HW#14-2, HW#14-3 and HW#14-4.

Unassigned HW: Let V , W be finite dimensional vector spaces, let

α, β : V 99K W and let p ě 0. Assume both that α “ β near 0V and

that α P pOppV,W q. Show that β P pOppV,W q.

DEFINITION 51.1. For all VSs V and W , let LVW :“ LpV,W q.

Let V andW be vector spaces, letG P LVLVLVW and let x, y, z P V .

We have LVLVLVW “ LpV, LpV, LpV,W qqq. Since G P LVLVLVW

and x P V , we get Gpxq P LVLVW . Since Gpxq P LVLVW and y P V ,

we get pGpxqqpyq P LVW . Since pGpxqqpyq P LVW and z P V , we get

ppGpxqqpyqqpzq P W . Note: In the notation we will set up below, we

will the simpler Gpxqpyqpzq to mean ppGpxqqpyqqpzq.

DEFINITION 51.2. Let V and W be vector spaces and let k P N.

Then LkVW :“ LV ¨ ¨ ¨LVW , with, on the RHS, LV repeated k times.
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DEFINITION 51.3. Let V and W be vector spaces and let k P N.

Let G P LkVW and let x1, . . . , xk P V . Then we define

Gpx1q ¨ ¨ ¨ pxkq :“ p¨ ¨ ¨ ppGpx1qqpx2qq ¨ ¨ ¨ qpxkq.

Recall that, for any vector spaces V and W , we defined

Mk
pV,W q :“ Mk

pV, . . . , V,W q,

with, on the RHS, V repeated k times.

REMARK 51.4. Let V and W be vector spaces, k P N. Define

Φ : Mk
pV,W q Ñ LkVW and Ψ : LkVW ÑMk

pV,W q

by

pΦpF qqpx1q ¨ ¨ ¨ pxkq “ F px1, . . . , xkq and

pΨpGqqpx1, . . . , xkq “ Gpx1q ¨ ¨ ¨ pxkq.

Then Φ and Ψ are both linear, and they are inverses of one another.

Proof. Unassigned HW. �

By Remark 51.4 @vector spaces V and W , @k P N, the two related

vector spaces MkpV,W q and LkVW are isomorphic to one another. Re-

mark 51.4 displays isomorphisms in each direction.

DEFINITION 51.5. Let V and W be finite dimensional vector spaces.

Let f : V 99K W . Then Df : V Ñ LVW is defined by pDfqppq “ Dpf .

DEFINITION 51.6. Let V and W be finite dimensional vector spaces.

Let f : V 99K W . Then

(1) D0
˝f :“ f ,

(2) D1
˝f :“ Df and

(3) @k P r2..8q, Dk
˝f :“ D ¨ ¨ ¨Df , with D is repeated k times.
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In Definition 51.6, we have

D0
˝f “ f : V Ñ W,

D1
˝f “ Df : V Ñ LVW,

D2
˝f : V Ñ LVLVW,

D3
˝f : V Ñ LVLVLVW,

D4
˝f : V Ñ L4

VW,
...

Dk
˝f : V Ñ LkVW,

...

DEFINITION 51.7. Let V and W be finite dimensional vector spaces.

Let f : V 99K W . Then

(1) D0f :“ f ,

(2) D1f :“ Df and

(3) @k P r2..8q, Dkf : V ÑMkpV,W q is defined by

ppDkfqppqqpx1, . . . , xkq “ ppDk
˝fqppqqpx1q ¨ ¨ ¨ pxkq.

DEFINITION 51.8. Let V and W be finite dimensional vector spaces,

let p P V and let k P N0. Let f : V 99K W . Then Dk
pf :“ pDkfqppq.

Let V and W be fdVSs and let p P V . Let f : V 99K W . Note that

D0
pf “ fppq P W and that D1

pf “ pDfqppq “ Dpf P LVW .

Let V and W be fdVSs, let p P V , let k P N0 and let u1, . . . , uk P V .

Let f : V 99K W . Then

pDk
pfqpu1, . . . , ukq “ ppDkfqppqqpu1, . . . , ukq

“ ppDk
˝fqppqqpu1q ¨ ¨ ¨ pukq.

Also, it turns out that

pDk
pfqpu1, . . . , ukq

˚
“ pBu1 ¨ ¨ ¨ Bukfqppq.

Also, it turns out that, for any σ : r1..ks ãÑą r1..ks,

pDk
pfqpu1, . . . , ukq

˚
“ pBuσp1q ¨ ¨ ¨ Buσpkqfqppq.

REMARK 51.9. Let V and W be finite dimensional vector spaces,

let f, g : V 99K W , let p P V and let k P N0. Then

r Dkf “ Dkg s ô r Dk
˝f “ Dk

˝g s.
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Proof. Unassigned HW. �

Assigned HW#14-5.

COROLLARY 51.10. Let V and W be finite dimensional vector

spaces. Let f, g : V 99K W . Let U be an open subset of V . Assume

that f “ g on U . Then Df “ Dg on U .

Proof. We wish to show: @p P U , pDfqppq “ pDgqppq. Let p P U be

given. We wish to show: pDfqppq “ pDgqppq.

Let S :“ LINSpf and T :“ LINSpg. By HW#14-5, S Ď T . By

HW#14-5 (with f and g interchanged), T Ď S. As S Ď T Ď S, S “ T .

Then pDfqppq “ Dpf “ ELTS “ ELTT “ Dpg “ pDgqppq. �

Openness of U in Corollary 51.10 is needed: Define f, g : RÑ R by

fpxq “ |x| and gpxq “ x.

Then f “ g on r0,8q, but pDfqp0q “ / ‰ pDgqp0q.

COROLLARY 51.11. Let V and W be finite dimensional vector

spaces. Let f, g : V 99K W . Let U be an open subset of V . Assume

that f “ g on U . Then: @k P N, Dkf “ Dkg on U .

Proof. For all k P N, define Pk :“ rDkf “ Dkg on U s. We wish

to show: @k P N, Pk. By Corollary 51.10, P1. By the Principle of Math-

ematical Induction, we want: @k P N, pPk ñ Pk`1q. Let k P N be given.

We want to show: Pk ñ Pk`1. Assume: Pk. We want to show: Pk`1.

We know: Dkf “ Dkg on U . We want: Dk`1f “ Dk`1g on U .

Since Dkf “ Dkg on U , by Remark 51.9, Dk
˝f “ Dk

˝g on U . Then,

by Corollary 51.10, DDk
˝f “ DDk

˝g on U . That is, Dk`1
˝ f “ Dk`1

˝ g

on U . Then, by Remark 51.9, Dk`1f “ Dk`1g on U , as desired. �

REMARK 51.12. Let V and W be finite dimensional vector spaces

and let p ě 0. Then

(1) @α P pOppV,W q, domrαs P NV p0V q and

(2) @α P qOppV,W q, domrαs P NV p0V q.

Proof. Unassigned HW. �

REMARK 51.13. Let V and W be finite dimensional vector spaces.

Let f : V 99K W . Then domrDf s Ď IntDV f .
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Proof. We wish to show: @p P domrDf s, p P IntDV f . Let p P domrDf s

be given. We wish to show: p P IntDV f .

Since p P domrDf s, we get pDfqppq ‰ /. Let L :“ Dpf . Then

L “ pDfqppq ‰ /, so L P LpV,W q. Then domrLs “ V .

Let R :“ fTp ´ L. Then fTp “ L ` R and R P qO1pV,W q. Then, by

Remark 51.12, domrRs Ď NV p0V q. We have

domrL`Rs “ pdomrLsq X pdomrRsq,

so, since domrRs Ď V “ domrLs, we get domrL`Rs “ domrRs. Then

domrfTp s “ domrL ` Rs “ domrRs P NV p0V q. Then domrf s P NV ppq.

Let S :“ domrf s. Since S P NV ppq, by HW#3-1, we get p P IntV S.

Then p P IntV pdomrf sq “ IntDV f , as desired. �

Let V be a nonzero finite dimensional vector space. Then V has no

open points, so, for all S Ď V , we have IntV S Ď LPV S. It follows,

for any finite dimensional vector space W , for any f : V 99K W , that

IntDV f Ď LPDV f , so, by Remark 51.13, domrDf s Ď LPDV f .

REMARK 51.14. Let V and W be finite dimensional vector spaces,

let f : V 99K W and let p P V . Then:

r f is continuous at p s ô r fTp is continuous at 0V s.

Proof. Unassigned HW. �

REMARK 51.15. Let V and W be finite dimensional vector spaces,

let p ě 0 and let α P qOppV,W q. Then α is continuous at 0V .

Proof. Since α P qOppV,W q Ď qO0pV,W q “ qOpV,W q, it follows, by (2) of

Definition 47.1, that α is continuous at 0V . �

REMARK 51.16. Let V and W be finite dimensional vector spaces,

let p ą 0 and let α P pOppV,W q. Then α is continuous at 0V .

Proof. Since α P pOppV,W q Ď qO0pV,W q “ qOpV,W q, it follows, by (2) of

Definition 47.1, that α is continuous at 0V . �

THEOREM 51.17. Let V and W be finite dimensional vector spaces,

let f : V 99K W and let p P domrDf s. Then f is continuous at p.

Proof. By Remark 51.14, we wish to show: fTp is continuous at 0V .

Since p P domrDf s, we get pDfqppq ‰ /. Let L :“ Dpf . Then

L “ pDfqppq ‰ /, so L P LpV,W q. By Theorem 46.8, L : V Ñ W

is continuous. In particular, L is continuous at 0V . Let R :“ fTp ´ L.
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Then R P qO1pV,W q, so, by Remark 51.15, that R is continuous at 0V .

As L and R are both continuous at 0V , L`R is continuous at 0V . So,

since fTp “ L`R, we see that fTp is continuous at 0V , as desired. �

Let V and W be finite dimensional vector spaces and f : V 99K W .

Then, by Theorem 51.17, we have: domrDf s Ď dctrf s.

LEMMA 51.18. Let V and W be finite dimensional vector spaces,

L P LpV,W q, p, u P V . Assume: V is nonzero. Then pBuLqppq “ Lu.

Proof. For all h P R, we have

pSSp,uL qphq “
rLpp` huqs ´ rLps

h

“
rLps ` h ¨ rLus ´ rLps

h

“
h ¨ rLus

h
.

Therefore, for all h P Rˆ0 , we have pSSp,uL qphq “ Lu “ CLu
R phq. Then

SSp,uL “ CLu
R on Rˆ0 , so lim

0
SSp,uL “ lim

0
CLu

R . Then pBuLqppq “ Lu. �

REMARK 51.19. Let V and W be finite dimensional vector spaces

and let α P qOpV,W q. Assume: V is nonzero. Then lim
0v

α “ 0W .

Proof. Since V is nonzero, it follows that V has no open points. Then,

for all S Ď V , we have: IntV S Ď LPV S. In particular, we have

IntDV α Ď LPDV α. Since α P qOpV,W q, we see, by (1) of Definition 47.1,

that domrαs P NV p0V q. Then, by HW#3-1, 0V P IntV pdomrαsq i.e.,

0V P IntDV α. So, by Remark 25.19, we want: αÑ 0W near 0V .

As α P qOpV,W q, by (2) and (3) of Definition 47.1, we have both

(αÑ αp0V q near 0V ) and (αp0V q “ 0W ). Then αÑ 0W near 0V . �

LEMMA 51.20. Let V and W be finite dimensional vector spaces,

u P V and R P qO1pV,W q. Assume: V is nonzero. Then pBuRqp0V q “

0W .

Proof. Let ψ :“ SS0V ,u
R . Then pBuRqp0V q “ lim

0
ψ. Want: lim

0
ψ “ 0W .

We have R P qO1pV,W q Ď qO0pV,W q “ qOpV,W q, so, by (3) of Defini-

tion 47.1, Rp0V q “ 0W . Then, @h P R,

ψphq “
rRp0V ` huqs ´ rRp0V qs

h

“
rRphuqs ´ r0W s

h
“

Rphuq

h
.
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Define ι : RÑ V by ιphq “ hu. Then, @h P R,

ψphq “
Rpιphqq

h
“

pR ˝ ιqphq

idRphq
“

ˆ

R ˝ ι

idR

˙

phq.

Then ψ “
R ˝ ι

idR
.

We have ι P LpR, V q Ď pO1pR, V q and R P qO1pV,W q. Then

R ˝ ι P rqO1pV,W qs ˝ r pO1pR, V qs
Ď qO1pR,W q “ r| ‚ |srqOpR,W qs.

Choose α P qOpR,W q such that R ˝ ι “ | ‚ |α. Then

ψ “
R ˝ ι

idR
“

„

| ‚ |

idR



α.

Let β :“ adj00pr| ‚ |s{ridRsq. then ψ “ βα on Rˆ0 . Then lim
0
ψ “ lim

0
βα.

Since imrβs Ď t´1, 0, 1u and since domrβs “ R, we conclude that

β P pOpR,Rq. Define ˚ P BpR,W,W q by c ˚ w “ cw. That is, let ˚

denote scalar multiplication in W . Then βα “ β ˚
R
α. Since

β ˚
R
α P r pOpR,Rqs ˚

R
rqOpR,W qs

“ r pO0pR,Rqs ˚
R
rqO0pR,W qs

Ď qO0pR,W q “ qOpR,W q,

it follows, from Remark 51.19, that lim
0
pβ ˚

R
αq “ 0W .

Then lim
0
ψ “ lim

0
βα “ lim

0
pβ ˚

R
αq “ 0W , as desired. �

52. Class 26 on 26 April 2018, Th of Week 14

Recall: Let V and W be finite dimensional vector spaces and let

u P V . Assume V is nonzero. Then

(1) @L P LpV,W q, pBuLqp0V q “ Lpuq and

(2) @R P qO1pV,W q, pBuRqp0V q “ 0W .

For (1), see Lemma 51.18. For (2), see Lemma 51.20.

REMARK 52.1. Let V and W be finite dimensional vector spaces,

let f : V 99K W and let u P V . Let p P V and let g :“ fTp . Then

pBugqp0V q “ pBufqppq.

Proof. Unassigned HW. �
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REMARK 52.2. Let V and W be finite dimensional vector spaces,

let φ, ψ : V 99K W and let u P V . Let p P LPDV pφ ` ψq. Then

pBupφ` ψqqppq “
˚ rpBuφqppqs ` rpBuψqppqs.

Proof. Unassigned HW. �

Recall (Theorem 51.17): Let V and W be fdVSs, let f : V 99K W
and let p P domrDf s. Then f is continuous at p.

Let f : R 99K R and let p P R. We have been pursuing two goals:

(1) Show: f 1ppq “˚ ENTrDpf s.

(2) Show: p domrf s P NRppq q ñ p f 1ppq “ ENTrDpf s q.

We will omit (2), for lack of time this semester. We will eventually

show that (1) is a corollary of the next theorem.

THEOREM 52.3. Let V and W be fdVSs, let f : V 99K W , and let

p, u P V . Assume that V is nonzero. Then pDpfqpuq
˚“ pBufqppq.

Proof. We wish to show:

r pDpfqpuq ‰ / s ñ r pDpfqpuq “ pBufqppq s.

Assume: pDpfqpuq ‰ /. Want: pDpfqpuq “ pBufqppq.

Let L :“ Dpf . Then Lpuq “ pDpfqpuq ‰ /, so L ‰ /. Then

L P LpV,W q. Let g :“ fTp and let R :“ g´L. Then R P qO1pV,W q and

g “ L` R. By Remark 52.1, pBugqp0V q “ pBufqppq. We wish to show:

pDpfqpuq “ pBugqp0V q. Equivalently, we want: pBugqp0V q “ Lpuq.

By Lemma 51.18 and Lemma 51.20, we have:

(1) pBuLqp0V q “ Lpuq and

(2) pBuRqp0V q “ 0W .

Since pDfqppq “ Dpf ‰ /, we get p P domrDf s. By Remark 51.13,

domrDf s Ď IntDV f . Since g “ fpT , we get domrgs “ pdomrf sq´p, and

so IntDV g “ pIntDV fq´p. Then 0V “ p´p P pIntDV fq´p “ IntDV g.

Since V is nonzero, V has no open points, and so we have: @S Ď V ,

IntV S Ď LPV S. Then IntDV g Ď LPDV g. Then

0V P IntDV g Ď LPDV g “ LPDV pL`Rq.

So, by Remark 52.2, pBupL ` Rqqp0V q “
˚ rpBuLqp0V qs ` rpBuRqp0V qs.

Therefore, since g “ L ` R, by (1) and (2) above, we conclude that

pBugqp0V q “
˚ rLpuqs ` r0W s. So, since rLpuqs ` r0W s “ Lpuq ‰ /, it

follows that pBugqp0V q “ Lpuq, as desired. �



NOTES 1 381

In Theorem 52.3, we cannot replace “˚“” by ““”, and a counterex-

ample is as follows: Let S :“ tpx, x2q |x ą 0u. Let f :“ χSR2 : R2 Ñ R.

Let p :“ 02. Then f is not continuous at p, so, by Theorem 51.17,

Dpf “ /. Unassigned exercise: Show, @u P R2, that pBufqppq “ 0.

Then, for all u P R2, we have pDpfqpuq “ / ‰ 0 “ pBufqppq.

COROLLARY 52.4. Let m P N, let W be a finite dimensional vec-

tor space, let f : Rm 99K W , let p P Rm and let j P r1..ms. Then

pDpfqpe
m
j q

˚“ pBjfqppq.

Proof. Let u :“ emj . By definition of Bj, we have: pBjfqppq “ pBufqppq.

By Theorem 52.3, we have: pDpfqpuq
˚“ pBufqppq.

Then pDpfqpe
m
j q “ pDpfqpuq

˚“ pBufqppq “ pBjfqppq. �

For all n P N, for all k P r1..ns, define πnk : Rn Ñ R by πnk pxq “ xk.

Let m,n P N and let L P LpRm,Rnq. Recall:

@j P r1..ms, @k P r1..ns, rLsjk “ pLpemj qqk.

Equivalently:

@j P r1..ms, @k P r1..ns, rLsjk “ πnk pLpe
m
j qq.

COROLLARY 52.5. Let m,n P N, let f : Rm 99K Rn, let p P Rm.

For all k P r1..ns, let fk :“ πnk ˝ f : Rm Ñ R. Then:

@j P r1..ms, @k P r1..ns, rDpf sjk
˚“ pBjfkqppq.

Proof. Let j P r1..ms and k P r1..ns be given. We wish to show:

rDpf sjk
˚“ pBjfkqppq.

Let u :“ emj . By definition of Bj, pBjfkqppq “ pBufkqppq. By The-

orem 52.3, pDpfqpuq
˚“ pBufqppq, so πnk ppDpfqpuqq

˚“ πnk ppBufqppqq.

Also, we have rDpf sjk “ πnk ppDpfqpe
m
j qq “ πnk ppDpfqpuqq.

For all x P Rm, fpxq “ pf1pxq, . . . , fnpxqq. Unassigned exercise:

Show, for all x P Rm, that

pBufqpxq “ p pBuf1qpxq , . . . , pBufkqpxq q,

so πnk ppBufqpxqq “ pBufkqpxq. Then πnk ppBufqppqq “ pBufkqppq. Then

rDpf sjk “ πnk ppDpfqpuqq
˚
“ πnk ppBufqppqq

“ pBufkqppq “ pBjfkqppq,

as desired. �
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We have R1 “ Rt1u ‰ R. Also, π1
1 : R1 Ñ R is a VS isomorphism.

Note: For any L P LpR,Rq, we have ENTrLs “ Lp1q. (Proof: Choose

m P R such that, for all x P R, Lpxq “ mx. Then Lp1q “ m and

rLs “ rms. Then ENTrLs “ ENTrms “ m “ Lp1q. QED)

We now complete our goal:

COROLLARY 52.6. Let f : R 99K R and let p P R. Then we have:

f 1ppq “˚ ENTrDpf s.

Proof. Let u :“ 1. Then, by definition of f 1 and Buf , we have Buf “ f 1.

Let L :“ Dpf . Then Lp1q “ pDpfqpuq. We want: f 1ppq “˚ ENTrLs.

By Theorem 52.3, pDpfqpuq
˚“ pBufqppq. We have ENTrLs “ Lp1q.

Then f 1ppq “ pBufqppq “
˚ pDpfqpuq “ Lp1q “ ENTrLs, as desired. �

We now practice differentiation of polynomials, in the multivariable

setting. We start with differentiation of constants.

REMARK 52.7. Let V and W be finite dimensional vector spaces,

let x P V and let C P CpV,W q. Then DxC “ 0VW .

Proof. For all h P V , since C P CpV,W q, we get Cpx`hq “ Cpxq; then

CT
x phq “ rCpx ` hqs ´ rCpxqs “ 0W “ 0VW phq. Then CT

x “ 0VW . Let

L :“ 0VW , R :“ 0VW . Then L P LpV,W q, R P qO1pV,W q, C
T
x “ L`R.

Since L P LpV,W q and CT
x ´ L “ R P qO1pV,W q, we conclude that

L P LINSxC, so L “ DxC. Then DxC “ L “ 0VW , as desired. �

Let V andW be finite dimensional vector spaces and let C P CpV,W q.

By Remark 52.7, @x P V , DxC “ 0VW . Let Y :“ LpV,W q and let

Z :“ LpV, Y q. Then Y “ LVW and Z “ LV Y “ LVLVW . Also, we

have 0Y “ C0W
V and 0Z “ C0Y

V . For all x P V ,

pDCqpxq “ DxC “ 0VW “ C0W
V “ 0Y “ C0Y

V pxq “ 0Zpxq.

Then DC “ 0Z “ 0LV LVW .

We move on to differentiation of linear functions.

REMARK 52.8. Let V and W be finite dimensional vector spaces,

let x P V and let L P LpV,W q. Then DxL “ L.

Proof. For all h P V , we have

LTx phq “ rLpx` hqs ´ rLpxqs

“ rLpxqs ` rLphqs ´ rLpxqs “ Lphq.
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Then LTx “ L. Let L :“ L and R :“ 0VW . Then L P LpV,W q and

R P qO1pV,W q and LTx “ L`R.

Since L P LpV,W q and LTx ´ L “ R P qO1pV,W q, we conclude that

L P LINSxL, so L “ DxL. Then DxL “ L, as desired. �

Let V andW be finite dimensional vector spaces and let L P LpV,W q.

By Remark 52.8, @x P V , DxL “ L. So, for all x P V ,

pDLqpxq “ DxL “ L “ CL
V pxq.

Let Y :“ LpV,W q. Then DL “ CL
V P CpV, Y q.

We move on to differentiation of quadratic functions.

Let V andW be finite dimensional vector spaces and letQ P QpV,W q.

Let ˚ :“ Π2
VWQ denote the polarization of Q. Recall that ˚ P SBpV,W q

and that ∆˚ “ Q. For all x P V , we have Qpxq “ ∆˚x “ x ˚ x.

REMARK 52.9. Let V and W be finite dimensional vector spaces, let

x P V and let Q P QpV,W q. Let ˚ :“ Π2
VWQ, and define L P LpV,W q

by Lphq “ 2 ¨ rx ˚ hs. Then DxQ “ L.

Proof. For all h P V , we have

QT
x phq “ rQpx` hqs ´ rQpxqs

“ rpx` hq ˚ px` hqs ´ rx ˚ xs

“ rx ˚ xs ` 2 ¨ rx ˚ hs ` rh ˚ hs ´ rx ˚ xs

“ 2 ¨ rx ˚ hs ` rh ˚ hs

“ rLphqs ` rQphqs.

Then QT
x “ L`Q. We have Q P QpV,W q Ď pO2pV,W q Ď qO1pV,W q.

Since L P LpV,W q and QT
x ´ L “ Q P qO1pV,W q, we conclude that

L P LINSxQ, so L “ DxQ. Then DxQ “ L, as desired. �

Let V andW be finite dimensional vector spaces and letQ P QpV,W q.

We seek a formula for DQ, but it requires some preliminary definitions.

DEFINITION 52.10. Let V and W be vector spaces. Then we define

M0pV,W q :“ W and SM0pV,W q “ W .

Let V and W be vector spaces. Recall:

M1pV,W q “ LpV,W q, SM1pV,W q “ LpV,W q,

M2pV,W q “ BpV,W q, SM2pV,W q “ SBpV,W q,

M3pV,W q “ T pV,W q and SM3pV,W q “ ST pV,W q.
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DEFINITION 52.11. Let V and W be vector spaces, let n P N0 and

let F PMnpV,W q. Then

(1) we define F ˚0 :“ F P MnpV , M0pV,W q q,

(2) we define F ˚n :“ F P M0pV , MnpV,W q q and

(3) @j P p0..nq, we define F ˚j P Mn´j pV , M jpV,W q q by

pF ˚j px1, . . . , xn´jqqpy1, . . . , yjq “ F px1, . . . , xn´j, y1, . . . , yjq.

Let V be a vector space, let x P V and let n P N. Then the notation

“xpnq” will be used to denote “x, x, . . . , x”, with x repeated n times.

We sometimes omit the parentheses and simply write xn for xpnq.

Let V and W be vector spaces, let n P r2..8q and let F PMnpV,W q.

Then, for all x, y P V , we have: ppF ˚1 qpx
pn´1qqqpyq “ F pxpn´1q, yq. Also,

for all x P V , we have ∆F pxq “ F pxpnqq and ∆F˚1
pxq “ F ˚1 px

pn´1qq.

REMARK 52.12. Let V and W be vector spaces, n P N0, j P r0..ns

and F P SMnpV,W q. Then F ˚j P SMn´j pV , SM jpV,W q q.

Proof. Unassigned HW. �

We use the new notation to restate Remark 52.9:

REMARK 52.13. Let V and W be finite dimensional vector spaces,

x P V and Q P QpV,W q. Let B :“ Π2
VWQ. Then DxQ “ 2 ¨ rB˚1 pxqs.

Proof. Define L P LpV,W q by Lphq “ 2 ¨ rBpx, hqs. By Remark 52.9

(with ˚ replaced by B), we have DxQ “ L. It therefore suffices to show

that 2 ¨ rB˚1 pxqs “ L. We wish to show: @h P V , 2 ¨ rpB˚1 pxqqphqs “ Lphq.

Let h P V be given. We want to prove: 2 ¨ rpB˚1 pxqqphqs “ Lphq.

By definition of B˚1 , 2¨rpB˚1 pxqqphqs “ 2¨rBpx, hqs. By definition of L,

Lphq “ 2 ¨ rBpx, hqs. Then 2 ¨ rpB˚1 pxqqphqs “ 2 ¨ rBpx, hqs “ Lphq. �

Let V andW be finite dimensional vector spaces and letQ P QpV,W q.

Let B :“ Π2
VWQ. We now have enough notation to develop a formula

for DQ: By Remark 52.13, @x P V , DxQ “ B˚1 pxq. So, @x P V ,

pDQqpxq “ DxQ “ B˚1 pxq.

Let Y :“ LpV,W q. Then our formula reads: DQ “ B˚1 P LpV, Y q.

We move on to differentiation of cubic functions.

Let V andW be finite dimensional vector spaces and letK P KpV,W q.

Let T :“ Π3
VWK denote the polarization of K. Recall that T P

ST pV,W q and that ∆T “ K. For all x P V , we have Kpxq “ ∆Tx “

T pxp3qq.
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REMARK 52.14. Let V and W be finite dimensional vector spaces,

x P V and K P KpV,W q. Let T :“ Π3
VWK. Then DxK “ 3 ¨rT ˚1 px

p2qqs.

Proof. Let L :“ 3 ¨ rT ˚1 px
p2qqs, B :“ 3 ¨ rT ˚2 pxqs and R :“ ∆B`K. Then,

for all h P V , we have Lphq “ 3 ¨ rT pxp2q, hqs and

Rphq “ rBph, hqs ` rKphqs

“ 3 ¨ rT px, h, hqs ` rT ph, h, hqs

“ 3 ¨ rT px, hp2qqs ` rT php3qqs

For all h P V , we have

KT
x phq “ rKpx` hqs ´ rKpxqs

“ rT ppx` hqp3qqs ´ rT pxp3qqs

“ rT pxp3qqs ` 3 ¨ rT pxp2q, hqs `

3 ¨ rT px, hp2qqs ` rT php3qqs ´ rT pxp3qqs

“ 3 ¨ rT pxp2q, hqs ` 3 ¨ rT px, hp2qqs ` rT php3qqs

“ rLphqs ` rRphqs “ pL`Rqphq.

Then QT
x “ L`R. Since B P BpV,W q, we get

∆B P QpV,W q Ď pO2pV,W q Ď qO1pV,W q.

Also,

K P KpV,W q Ď pO3pV,W q Ď qO1pV,W q.

Then R “ ∆B `K P qO1pV,W q.

Since L P LpV,W q and KT
x ´ L “ R P qO1pV,W q, we conclude that

L P LINSxK, so L “ DxK. Then DxK “ L “ 3 ¨ rT ˚1 px
p2qqs. �

In the notation of Remark 52.14, we have Kpxq “ T pxp3qq, and so

K is a multivariable analogue for x3 in freshman calculus. In freshman

calculus, we have pd{dxqpx3q “ 3x2, which we prove using

pd{dxqpx3q “ lim
hÑ0

px` hq3 ´ x3

h
,

followed by expanding px`hq3. The analogue in multivariable analysis

is DxK “ 3 ¨ rT ˚1 px
p2qqs, which we prove using

KT
x phq “ rT ppx` hqp3qqs ´ rT pxp3qqs,

followed by expanding T ppx` hqp3qq.
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Let V andW be finite dimensional vector spaces and letK P KpV,W q.

Let T :“ Π3
VWK. We now have enough notation to develop a formula

for DK: By Remark 52.14, @x P V , DxK “ 3 ¨ rT ˚1 px
p2qqs. So, @x P V ,

pDKqpxq “ DxK “ 3 ¨ rT ˚1 px
p2q
qs “ p3 ¨∆T˚1

qpxq.

Let Y :“ LpV,W q. Then our formula reads: DK “ 3 ¨ r∆T˚1
s. We have

T ˚1 P BpV, Y q, so ∆T˚1
P QpV, Y q, and so 3 ¨ r∆T˚1

s P QpV, Y q. Then

DK “ 3 ¨ r∆T˚1
s P QpV, Y q.

We now differentiate arbitrary homogeneous polynomials:

REMARK 52.15. Let V and W be finite dimensional vector spaces,

x P V , let n P N and P P P npV,W q. Let F :“ Πn
VWP . Then DxP “

n ¨ rF ˚1 px
pn´1qqs.

Proof. Unassigned HW. �

In the notation of Remark 52.15, we have P pxq “ F pxpnqq, and so

P is a multivariable analogue for xn in freshman calculus. In freshman

calculus, we have pd{dxqpxnq “ nxn´1, which we prove using

pd{dxqpxnq “ lim
hÑ0

px` hqn ´ xn

h
,

followed by expanding px`hqn. The analogue in multivariable analysis

is DxP “ n ¨ rF ˚1 px
pn´1qqs, which we prove using

KT
x phq “ rF ppx` hqpnqqs ´ rF pxpnqqs,

followed by expanding F ppx` hqpnqq.

Let V and W be fdVSs, n P N, P P P npV,W q. Let F :“ Πn
VWP .

We now have enough notation to develop a formula for DP : By Re-

mark 52.15, @x P V , DxP “ n ¨ rF ˚1 px
pn´1qqs. So, @x P V ,

pDP qpxq “ DxP “ n ¨ rT ˚1 px
pn´1q

qs “ pn ¨∆T˚1
qpxq.

Let Y :“ LpV,W q. Then our formula reads: DP “ n ¨ r∆F˚1
s. We have

F ˚1 PM
n´1pV, Y q, so ∆F˚1

P P n´1pV, Y q, and so n ¨ r∆F˚1
s P P n´1pV, Y q.

Then DP “ n ¨ r∆F˚1
s P P n´1pV, Y q.

Next time we will work on second (total) derivatives of homogeneous

polynomials. Let V and W be finite dimensional vector spaces, let

n P N and let P P P npV,W q. Let F :“ Πn
VWP . We will prove: @x P V ,

D2
xP “ npn ´ 1q ¨ rF ˚2 px

pn´2qqs. This is the analogue of the freshman

calculus formula: pd{dxq2pxnq “ npn´ 1q ¨ xn´2.
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53. Class 27 on 1 May 2018, Tu of Week 15

Recall: Let V and W be fdVSs. Let f : V 99K W . Then

Df : V 99K LVW and

DDf : V 99K LVLVW.

There is a vector space isomorphism Ψ : LVLVW Ñ BpV,W q given

by pΨpGqqpy, zq “ Gpyqpzq. We defined

D2f :“ Ψ ˝ pDDfq : V 99K BpV,W q.

It is a fact that imrD2f s Ď SBpV,W q, but we omit the proof, for lack

of time. For any L P LVW , we showed: DL “ CL
V P CpV, LVW q.

Let V and W be fdVSs, f : V 99K W and x P V . We defined:

Dxf :“ pDfqpxq P LVW and D2
xf :“ pD2fqpxq P BpV,W q.

Let L :“ Dxf P LVW . Then DL “ CL
V P CpV, LVW q. That is,

DDxf “ CDxf
V P CpV, LVW q. By contrast, we have

DxDf “ pDDfqpxq P LVLVW “ LpV, LVW q.

Let Ψ : LVLVW Ñ BpV,W q be given by pΨpGqqpy, zq “ Gpyqpzq, as

in the preceding paragraph. Since DxDf “ pDDfqpxq, we conclude

that ΨpDxDfq “ ΨppDDfqpxqq. Then

ΨpDxDfq “ ΨppDDfqpxqq “ pΨ ˝ pDDfqqpxq

“ pD2fqpxq “ D2
xf.

Then, @y, z P V , pDxDfqpyqpzq “ pΨpDxDfqqpy, zq “ pD
2
xfqpy, zq.

Recall: Let V and W be vector spaces, let n P r2..8q and let F P

SMn
pV,W q. Then

(1) F ˚0 “ F “ F ˚n and

(2) F ˚1 P SM
n´1pV, LpV,W qq is def’d by: @x1, . . . , xn´1, y P V ,

pF ˚1 px1, . . . , xn´1qqpyq “ F px1, . . . , xn´1, yq.

(3) F ˚2 P SM
n´2pV, SBpV,W qq is def’d by: @x1, . . . , xn´2, y, z P V ,

pF ˚1 px1, . . . , xn´2qqpy, zq “ F px1, . . . , xn´2, y, zq.

For all j P N0, for all x, we used xpnq as an abbreviation of x, x, . . . , x,

with x repeated j times. With this notation, we have:

@x, y P V, pF ˚1 px
pn´1q

qqpyq “ F pxpn´1q, yq, and

@x, y, z P V, pF ˚2 px
pn´2q

qqpy, zq “ F pxpn´2q, y, zq.



388 SCOT ADAMS

Recall that ∆F˚1
: V Ñ LpV,W q is the diagonal restriction of F ˚1 ,

defined by ∆F˚1
pxq “ F ˚1 px

pn´1qq. Then

@x, y P V, p∆F˚1
pxqqpyq “ F pxpn´1q, yq.

Recall that ∆F˚2
: V Ñ SBpV,W q is the diagonal restriction of F ˚2 ,

defined by ∆F˚2
pxq “ F ˚2 px

pn´2qq. Then

@x, y, z P V, p∆F˚2
pxqqpy, zq “ F pxpn´2q, y, zq.

Recall: Let V and W be finite dimensional vector spaces and let

n P N. By definition,

P n
pV,W q :“ t ∆F | F PM

n
pV,W q u.

Moreover, for any F PMnpV,W q the diagonal restrictions of F and of

the symmetrization SF P SMnpV,W q are the same, and so

P n
pV,W q “ t ∆F | F P SM

n
pV,W q u.

Moreover, for any P P P npV,W q, D!F P SMnpV,W q s.t. P “ ∆F . This

unque F is called the polarization of P , and is denoted Πn
VWP .

We proved the multivariable analogue of pd{dxqpxnq “ nxn´1. It

reads as follows:

THEOREM 53.1. Let V and W be finite dimensional vector spaces

and let n P N. Let P P P npV,W q. Let F :“ Πn
VWP . Then:

(1) @x P V , DxP “ n ¨ rF ˚1 px
pn´1qqs, and

(2) DP “ n ¨∆F˚1
.

Let V and W be finite dimensional vector spaces and let n P N. Let

P P P npV,W q. Let F :“ Πn
VWP . If we want to compute DDP , we’ll

need the polarization Πn´1
V,LVW

pDP q. Since n ¨ F ˚1 P SM
n´1pV, LVW q

and since ∆n¨F˚1
“ DP , we conclude that Πn´1

V,LVW
pDP q “ n ¨F ˚1 . Using

this, we get our next result, which is the multivariable analogue of the

formula pd{dxq2pxnq “ npn´ 1q ¨ xn´2.

THEOREM 53.2. Let V and W be finite dimensional vector spaces,

let n P r2..8q and let P P P npV,W q. Let F :“ Πn
VWP . Then

(1) @x P V , D2
xP “ npn´ 1q ¨ rF ˚2 px

pn´2qqs, and

(2) D2P “ npn´ 1q ¨∆F˚2
.

Proof. Proof of (1): Given x P V . Want: D2
xP “ npn´1q¨rF ˚2 px

pn´2qqs.

We wish to show: @y, z P V , pD2
xP qpy, zq “ pnpn´1q¨rF ˚2 px

pn´2qqsqpy, zq.
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Given y, z P V . Want: pD2
xP qpy, zq “ pnpn ´ 1q ¨ rF ˚2 px

pn´2qqsqpy, zq.

We compute

pnpn´ 1q ¨ rF ˚2 px
pn´2q

qsqpy, zq “ npn´ 1q ¨ rpF ˚2 px
pn´2q

qqpy, zqs

“ npn´ 1q ¨ rF pxpn´2q, y, zqs.

We therefore want: pD2
xP qpy, zq “ npn´ 1q ¨ rF pxpn´2q, y, zqs. Recall:

pD2
xP qpy, zq “ pDxDP qpyqpzq.

We therefore want: pDxDP qpyqpzq “ npn´ 1q ¨ rF pxpn´2q, y, zqs.

Let W :“ LVW and P :“ DP . Then P P P n´1pV,W q. By (2)

of Theorem 53.1, we have P “ n ¨ ∆F˚1
. Let F :“ Πn´1

VWP . Then

F P SMn´1pV,W q. Since P “ n ¨∆F˚1
“ ∆n¨F˚1

, we get F “ n ¨F ˚1 . By

(1) of Theorem 53.1 (with n replaced by n ´ 1, P by P , F by F ), we

have DxP “ pn´ 1q ¨ rF
˚

1px
pn´2qqs. Then

pDxDP qpyq “ pDxP qpyq

“ ppn´ 1q ¨ rF
˚

1px
pn´2q

qsqpyq

“ pn´ 1q ¨ rpF
˚

1px
pn´2q

qqpyqs

“ pn´ 1q ¨ rF pxpn´2q, yqs

“ pn´ 1q ¨ rpn ¨ F ˚1 qpx
pn´2q, yqs

“ pn´ 1q ¨ rn ¨ pF ˚1 px
pn´2q, yqqs

“ npn´ 1q ¨ rF ˚1 px
pn´2q, yqs.

Then

pDxDP qpyqpzq “ pnpn´ 1q ¨ rF ˚1 px
pn´2q, yqsqpzq

“ npn´ 1q ¨ rpF ˚1 px
pn´2q, yqqpzqs

“ npn´ 1q ¨ rF pxpn´2q, y, zqs,

as desired. End of proof of (1).

Proof of (2): We wish to show:

@x P V, pD2P qpxq “ pnpn´ 1q ¨∆F˚2
qpxq.

Let x P V be given. We wish to show: pD2P qpxq “ pnpn´1q ¨∆F˚2
qpxq.

By definition of D2
xP , we have D2

xP “ pD2P qpxq. We therefore wish

to show: D2
xP “ pnpn´ 1q ¨∆F˚2

qpxq. We have

pnpn´ 1q ¨∆F˚2
qpxq “ npn´ 1q ¨ r∆F˚2

pxqs.
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We therefore wish to show: D2
xP “ npn´ 1q ¨ r∆F˚2

pxqs.

By (1), we know that D2
xP “ npn´ 1q ¨ rF ˚2 px

pn´2qqs. We have

F ˚2 P SMn´2
pV , SBpV,W q q,

so, by definition of ∆F˚2
, we have ∆F˚2

pxq “ F ˚2 px
pn´2qq. Then

D2
xP “ npn´ 1q ¨ rF ˚2 px

pn´2q
qs “ npn´ 1q ¨ r∆F˚2

pxqs,

as desired. End of proof of (2). �

Recall: Let S, V , W and Z be vector spaces. Let ˚ P BpV,W,Zq.

Let f : S 99K V and g : S 99K W . Then f ˚
S
g : S 99K Z is defined

by: @x P S, pf ˚
S
gqpxq “ rfpxqs ˚ rgpxqs.

LEMMA 53.3. Let S, V , W and Z be vector spaces. Let ˚ P BpV,W,Zq.

Let L P LpS, V q and M P LpS,W q. Then L ˚
S
M P QpS,Zq.

Proof. We wish to show: DB P BpS,Zq s.t. L ˚
S
M “ ∆B.

Define B P BpS,Zq by Bpx, yq “ rLpxqs ˚ rMpyqs. We wish to show:

L ˚
S
M “ ∆B. We wish to show: @x P S, pL ˚

S
Mqpxq “ ∆Bpxq. Let

x P S be given. We wish to show: pL ˚
S
Mqpxq “ ∆Bpxq.

We have pL ˚
S
Mqpxq “ rLpxqs ˚ rMpxqs “ Bpx, xq “ ∆Bpxq. �

DEFINITION 53.4. Let S, V , W , Z be VSs, ˚ P BpV,W,Zq. Then

(1) @f : S 99K V , @w P W , f ˚
S
w :“ f ˚

S
Cw
S , and

(2) @v P V , @g : S 99K W , v ˚
S
g :“ Cv

S ˚
S
g.

In Definition 53.4, as usual, we may sometimes omit the “S” in “˚
S
”.

The next result is the multivariable Product Rule.

THEOREM 53.5. Let S, V , W and Z be VSs. Let ˚ P BpV,W,Zq.

Let f : S 99K V and g : S 99K W . Let x P S. Then

Dxpf ˚
S
gq “

˚
r pDxfq ˚

S
pgpxqq s ` r pfpxqq ˚

S
pDxgq s.

Proof. We want: p r pDxfq ˚
S
pgpxqq s ` r pfpxqq ˚

S
pDxgq s ‰ / q ñ

p Dxpf ˚
S
gq “ r pDxfq ˚

S
pgpxqq s ` r pfpxqq ˚

S
pDxgq s q.

Assume: r pDxfq ˚
S
pgpxqq s ` r pfpxqq ˚

S
pDxgq s ‰ /. We want:

Dxpf ˚
S
gq “ r pDxfq ˚

S
pgpxqq s ` r pfpxqq ˚

S
pDxgq s.
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Let h :“ f ˚
S
g, L :“ Dxf , M :“ Dxg, v :“ fpxq, w :“ gpxq. Then

hpxq “ v ˚ w. We wish to show: Dxh “ rL ˚
S
w s ` r v ˚

S
M s.

Let A :“ Cv
S, B :“ Cw

S . Then

fTx “ rfpx` ‚qs ´ A and gTx “ rgpx` ‚qs ´B

Also, A ˚
S
B “ Cv˚w

S . Then hTx “ rhpx` ‚qs ´ rA ˚
S
Bs. Also,

L ˚
S
w “ L ˚

S
B and v ˚

S
M “ A ˚

S
M.

We want: Dxh “ rL ˚
S
B s ` rA ˚

S
M s. It therefore suffices to show:

hTx ´ rL ˚
S
B s ´ rA ˚

S
M s P qO1pS,Zq.

So, since hTx “ rhpx` ‚qs ´ rA ˚
S
Bs, we wish to show:

rhpx` ‚qs ´ rA ˚
S
Bs ´ rL ˚

S
B s ´ rA ˚

S
M s P qO1pS,Zq.

Let δ :“ fTx ´ L and let ε :“ gTx ´M . Since Dxf “ L, we see that

δ P qO1pS, V q. Since Dxg “M , we see that ε P qO1pS,W q. We have

δ “ fTx ´ L “ rfpx` ‚qs ´ A´ L

ε “ gTx ´M “ rgpx` ‚qs ´B ´M,

so fpx` ‚q “ A` L` δ and gpx` ‚q “ B `M ` ε. Then

hpx` ‚q “ pA` L` δq ˚
S
pB `M ` εq.

Expanding this out, and bringing three terms to the LHS, we get

rhpx` ‚qs ´ rA ˚
S
Bs ´ rL ˚

S
B s ´ rA ˚

S
M s

“ rA ˚
S
ε s ` rL ˚

S
M s ` r δ ˚

S
B s

` rL ˚
S
ε s ` r δ ˚

S
M s ` r δ ˚

S
ε s.

It therefore suffices to show:

A ˚
S
ε, L ˚

S
M, δ ˚

S
B, L ˚

S
ε, δ ˚

S
M, δ ˚

S
ε P qO1pS,Zq.

We have

A P CpS, V q Ď pO0pS, V q and B P CpS,W q Ď pO0pS,W q,

L P LpS, V q Ď pO1pS, V q and M P LpS,W q Ď pO1pS,W q,

δ P qO1pS, V q and ε P qO1pS,W q.

Then



392 SCOT ADAMS

A ˚
S
ε P r pO0pS, V qs ˚

S
rqO1pS,W qs Ď qO1pS,Zq,

L ˚
S
M P r pO1pS, V qs ˚

S
r pO1pS,W qs Ď pO2pS,Zq Ď qO1pS,Zq,

δ ˚
S
B P rqO1pS, V qs ˚

S
r pO0pS,W qs Ď qO1pS,Zq,

L ˚
S
ε P r pO1pS, V qs ˚

S
rqO1pS,W qs Ď qO2pS,Zq Ď qO1pS,Zq and

δ ˚
S
M P rqO1pS, V qs ˚

S
r pO1pS,W qs Ď qO2pS,Zq Ď qO1pS,Zq.

It remains to show: δ ˚
S
ε P qO1pS,Zq. We have

δ ˚
S
ε P rqO1pS, V qs ˚

S
rqO1pS,W qs Ď qO2pS,Zq Ď qO1pS,Zq,

as desired. �

COROLLARY 53.6. Let V and W be finite dimensional vector spaces,

x P V , a P R and g : V 99K W . Then Dxpagq “
˚ a ¨ rDxgs.

Proof. Define ˚ P BpR,W,W q by s ˚ w “ sw. Let f :“ Ca
V . Then

fpxq “ a, Dxf “ 0VW ,

ag “ a ˚
V
g “ f ˚

V
g and

a ¨ rDxgs “ a ˚
V
rDxgs “ f ˚

V
rDxgs.

By Theorem 53.5,

Dxpf ˚
V
gq “

˚
r pDxfq ˚

V
pgpxqq s ` r pfpxqq ˚

V
pDxgq s.

Then

Dxpagq “ Dxpf ˚
V
gq

“˚ r pDxfq ˚
V
pgpxqq s ` r pfpxqq ˚

V
pDxgq s

“ r p0VW q ˚
V
pgpxqq s ` r a ˚

V
pDxgq s

“ r0VW s ` r a ¨ pDxgq s “ a ¨ pDxgq,

as desired. �

LEMMA 53.7. Let V , W be finite dimensional vector spaces, x P V ,

f : V 99K W and g : V 99K W . Then Dxpf ` gq “
˚ rDxf s ` rDxgs.

Proof. Unassigned HW. �

The next result is the multivariable Chain Rule.

THEOREM 53.8. Let U , V and W be finite dimensional vector

spaces. Let x P V , f : U 99K V and g : V 99K W . Let y :“ fpxq.

Then Dxpg ˝ fq “
˚ pDygq ˝ pDxfq.
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Proof. We wish to prove:

r pDygq ˝ pDxfq ‰ / s ñ r Dxpg ˝ fq “ pDygq ˝ pDxfq s.

Assume: pDygq ˝ pDxfq ‰ /. We want: Dxpg ˝ fq “ pDygq ˝ pDxfq.

Let h :“ g ˝ f . Then h : U 99K W . Let L :“ Dxf and M :“ Dyg.

Then L P LpU, V q and M P LpV,W q. We want: Dxh “ M ˝ L. It

therefore suffices to show: hTx ´ pM ˝ Lq P qO1pU,W q.

Let δ :“ fTx ´ L and let ε :“ gTy ´M . Since Dxf “ L, we see that

δ P qO1pU, V q. Since Dyg “M , we see that ε P qO1pV,W q.

Claim: hTx “ pgTy q ˝ pf
T
x q. Proof of Claim: We want: @u P U ,

phTx qpuq “ ppgTy q ˝ pf
T
x qqpuq. Let u P U be given. We want to prove

that: phTx qpuq “ ppg
T
y q ˝ pf

T
x qqpuq.

Let v :“ pfTx qpuq. Adding y “ fpxq to v “ rfpx` uqs ´ rfpxqs gives

y ` v “ fpx` uq. Then gpy ` vq “ gpfpx` uqq. Also, gpyq “ gpfpxqq.

So, since h “ g ˝ f , we get gpy ` vq “ hpx` uq and gpyq “ hpxq. Then

pgTy qpvq “ rgpy ` vqs ´ rgpyqs “ rhpx ` uqs ´ rhpxqs “ phTx qpuq. Then

phTx qpuq “ pg
T
y qpvq “ pg

T
y qppf

T
x qpuqq “ ppg

T
y q ˝ pf

T
x qqpuq, as desired. End

of proof of Claim.

By definition of δ and ε, we have fTx “ L ` δ and gTy “ M ` ε. By

the claim, hTx “ pg
T
y q ˝ pf

T
x q. Then

hTx “ pgTy q ˝ pf
T
x q

“ pM ` εq ˝ pL` δq

“ pM ˝ pL` δqq ` pε ˝ pL` δqq.

Since M is linear, we get M ˝ pL` δq “ pM ˝ Lq ` pM ˝ δq. Then

hTx “ pM ˝ Lq ` pM ˝ δq ` pε ˝ pL` δqq,

so hTx ´ pM ˝Lq “ pM ˝ δq ` pε ˝ pL` δqq, It therefore suffices to show:

M ˝ δ, ε ˝ pL` δq P qO1pU,W q.

We have

L P LpU, V q Ď pO1pU, V q, M P LpV,W q Ď pO1pV,W q,

δ P qO1pU, V q and ε P qO1pV,W q.

Then M ˝ δ P r pO1pV,W qs ˝ rqO1pU, V qs Ď qO1pU,W q. It remains to show:

ε ˝ pL` δq P qO1pU,W q.

We have

L` δ P r pO1pU, V qs ` rqO1pU, V qs

Ď r pO1pU, V qs ` r pO1pU, V qs Ď pO1pU, V q.
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Then ε ˝ pL` δq P rqO1pV,W qs ˝ r pO1pU, V qs Ď qO1pU,W q, as desired. �

Let `,m, n P N, f : R` 99K Rm, g : Rm 99K Rn, x P R`, y :“ fpxq.

By Theorem 53.8, Dxpg ˝ fq “
˚ pDygq ˝ pDxfq. Taking matrices,

rDxpg ˝ fqs “
˚
rDxf s ¨ rDygs.

Then, replacing y by fpxq and taking transposes,

rDxpg ˝ fqs
t
“
˚
rDfpxqgs

t
¨ rDxf s

t.

This is similar to the one-variable Chain Rule: Let f : R 99K R,

g : R 99K R, x P LPDRpg ˝ fq. Then

pg ˝ fq1pxq “˚ rg1pfpxqqs ¨ rf 1pxqs.

54. Class 28 on 3 May 2018, Th of Week 15

I will continue to hold office hours as usual until the final exam.

DEFINITION 54.1. Let A and B be sets. Then

A
ž

B :“

#

A
Ť

B, if A
Ş

B “ H

/, if A
Ş

B ‰ H.

DEFINITION 54.2. Let S be a set of sets.

Then S is pairwise-disjoint means:

@A,B P S, p r A “ B s or r A
Ş

B “ H s q.

We use “pw-dj” as an abbreviation for “pairwise-disjoint”. A pw-dj

collection of sets is called a partition.

Let X be a set. Let P be a set of sets. By P is a partition of X,

we mean: both ( P is pw-dj ) and (
Ť

P “ X ).

DEFINITION 54.3. Let S be a set of sets. Then

ž

S :“

#

Ť

S, if S is pairwise-disjoint

/, if S is not pairwise-disjoint.

Let f and g be two functions. Recall: f Ď pdomrf sq ˆ pimrf sq.

Similarly, g Ď pdomrgsq ˆ pimrgsq. Note that g Ě f is equivalent to:

( domrgs Ě domrf s ) and ( g|pdomrf sq “ f )

By g is an extension of f , we mean: g Ě f .

Let f be a sequence of functions. Assume that f1 Ď f2 Ď ¨ ¨ ¨ . Let

g :“ f1 Y f2 Y ¨ ¨ ¨ . Then g is a function and

‚ domrgs “ pdomrf1sq Y pdomrf2sq Y ¨ ¨ ¨ and
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‚ @j P N, g Ě fj.

DEFINITION 54.4. A function µ is called a set function if:

( domrµs is a set of sets ) and ( imrµs Ď r0,8s ).

Let µ be a set function. Intuitively, we think of µ as assigning a size

or “measure” to each set in its domain. The sets in the domain of µ

are said to be “µ-measurable”, and, for any µ-measurable set A, the

“µ-measure” of A is, by definition, µpAq. By the “µ-total space”, we

mean: the union of all µ-measurable sets, i.e.,
Ť

domrµs.

For example: Let I Ď 2R denote the set of all intervals in R. Define

` : I Ñ r0,8s by `pIq “ psup Iq´ pinf Iq. Then ` is a set function; the

`-total space is
Ť

domr`s “
Ť

I “ R. We call ` the “length” function.

[The variables I and ` are bound for the remainder of this class.]

Let I2 :“ tAˆB |A,B P Iu. Define `2 : I2 Ñ r0,8s by

`2pAˆBq “

#

r`pAqs ¨ r`pBqs, if `pAq ‰ 0 ‰ `pBq

0, otherwise.

Then `2 is a set function; the `2-total space is
Ť

domr`2s “
Ť

I2 “ R2.

We call `2 the “area” function.

[The variables I2, `2 are bound for the remainder of this class.]

DEFINITION 54.5. Let µ be a set function. Then µ is finitely

additive means: @finite R Ď domrµs, µ
´

ž

R
¯

˚
“

ÿ

APR
µpAq.

DEFINITION 54.6. Let µ be a set function. Then µ is countably

additive means: @countable R Ď domrµs, µ
´

ž

R
¯

˚
“

ÿ

APR
µpAq.

DEFINITION 54.7. Let µ be a set function. Assume
Ť

domrµs Ď R.

Then, by µ is translation invariant, we mean: @S Ď R, @a P R,

µpS ` aq “ µpSq.

We generalize Definition 54.7 to Euclidean spaces of any dimension:

DEFINITION 54.8. Let µ be a set function and let d P N. Assume

that
Ť

domrµs Ď Rd. Then, by µ is translation invariant, we mean:

@S Ď Rd, @a P Rd, µpS ` aq “ µpSq.

Recall “area” function `2. This set function `2 is translation invari-

ant. At the dawn of measure theory, a basic question was: Is there a
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“good” way of measuring the area of every subset of R2? More pre-

cisely: Does there exist a countably additive, translation invariant set

function µ Ě `2 s.t. domrµs “ 2R2
? The answer turned out to be no,

but mathematicians eventually found a countably additive, translation

invariant set function λ2 Ě `2 s.t. domrλ2s is so large, or “broad”, that

it has, as elements, all the subsets of R2 that anyone would ever care

about. This extension λ2 is called “Lebesgue measure on R2”, and we

will spend much of this class describing it, as well as its one-dimensional

cousin, known as “Lebesgue measure on R”.

We first talk about ways in which a collection S of sets can be made

larger (or “broadened”). We already know two:

Let S be a set of sets. Recall that

xSyY :“ t
Ť

R | R Ď S u and

xSyX :“ t
Ş

R | H ‰ R Ď S u.
We make several similar definitions (with “pw-dj” = “pairwise-disjoint”):

DEFINITION 54.9. Let S be a set of sets. Then

xSyfinY :“ t
Ť

R | pR Ď S q& pR is finite q u,

xSyfin> :“ t
š

R | pR Ď S q& pR is finite, pw-dj q u,

xSyfinX :“ t
Ş

R | pH ‰ R Ď S q& pR is finite q u,

xSyctblY :“ t
Ť

R | pR Ď S q& pR is countable q u,

xSyctbl > :“ t
š

R | pR Ď S q& pR is countable, pw-dj q u,

xSyctblX :“ t
Ş

R | pH ‰ R Ď S q& pR is countable q u.

LEMMA 54.10. Let S be a set of sets. Then:

(i) r pH P S q& p @A,B P S, AYB P S q s ô r xSyfinY Ď S s
&(ii) r @A,B P S, AXB P S s ô r xSyfinX Ď S s.

Proof. Unassigned HW. Hint: Use Mathematical Induction. �

Certain collections of sets are, by their nature “broad”. For example,

if a collection of sets is closed under various set-theoretic operations,

then it might be considered a broad collection of sets. The most basic

set-theoretic operations are: union, intersection and set subtraction.

This kind of thinking motivates the next two definitions.

DEFINITION 54.11. Let S be a set of sets.

Then S is a ring of sets means:

(1) xSyfinY Ď S,

(2) xSyfinX Ď S and
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(3) @A,B P S, AzB P S.

Let R be a set of sets. Let S be a ring of sets. By R is a subring

of S, we mean: both ( R Ď S ) and ( R is a ring of sets ).

DEFINITION 54.12. Let S be a set of sets.

Then S is a σ-ring of sets means:

(1) xSyctblY Ď S,

(2) xSyctblX Ď S and

(3) @A,B P S, AzB P S.

Let R be a set of sets. Let S be a σ-ring of sets. By R is a σ-subring

of S, we mean: both ( R Ď S ) and ( R is a σ-ring of sets ).

The next lemma is a quantified equivalence for a ring of sets.

LEMMA 54.13. Let S be a nonempty set of sets.

Then: ( S is a ring of sets ) ô

( @A,B P S, both ( A >B ˚P S ) and ( AzB P S ) ).

Proof. Proof of ñ: Unassigned HW. End of proof of ñ.

Proof of ð: Assume

@A,B P S, both ( A >B ˚P S ) and ( AzB P S ).

Want: S is a ring of sets. We know:

(i) @A,B P S, A >B ˚P S and

(ii) @A,B P S, AzB P S.

By Definition 54.11, we wish to verify:

(1) xSyfinY Ď S,

(2) xSyfinX Ď S and

(3) @A,B P S, AzB P S.

Since S ‰ H, choose Z P S. Then, by (ii), ZzZ P S. That is, H P S.

For any two sets A and B, AYB “ A>pBzAq. Thus, from (i) and (ii),

we see: @A,B P S, we have AY B P S. Then, by (i) of Lemma 54.10,

(1) holds. By (ii), (3) holds. It remains to show that (2) holds.

For any two sets A and B, we have AzpAzBq “ A X B. Thus,

from (ii), we see: @A,B P S, we have A X B P S. Then, by (ii) of

Lemma 54.10, we see that (2) holds. End of proof of ð. �

Let B :“ xIyσ and B2 :“ xI2yσ. Elements of B are called Borel sets

in R, and elements of B2 are called Borel sets in R2.

[The variables B, B2 are bound for the remainder of this class.]
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We seek to extend the length function, ` : I Ñ r0,8s, to a collection

of sets so broad that it has, as elements, “all the subsets of R that any-

one would ever care about”. It turns out that B is such a collection, but

the broadness required isn’t described in precise mathematical terms,

so we can’t prove it with mathematical rigor. However, I would issue

the following challenge: Try to find a subset of R that is not an ele-

ment of B. Similarly, see if you can find a subset of R2 that is not an

element of B2. It turns out that, if we accept the Axiom of Choice,

then it’s possible to prove that such subsets of R and of R2 do exist,

but good luck describing any specific one. In fact, from the perspective

of any conventional applications, if we are able to extend ` and `2 to

countably additive, translation invariant functions λ : B Ñ r0,8s and

λ2 : B2 Ñ r0,8s, then we deserve to celebrate . . . responsibly!

Recall that B :“ xIyσ, i.e., B is obtained by closing I under count-

able union, countable intersection and set differences. When you close

a collection S of sets under, say, countable union, the definition is

straightforward: Form all possible countable unions of sets in S; this

gives, a new collection T :“ xSyctblY. However T may not be closed

under, say, set differences. Next, we might close T under set differences,

yielding U :“ tAzB |A,B P T u. Unfortunately, this last collection U
may not be closed under countable union. So, we might then look

at xUyctblY, which is closed under countable union, but may not be

closed under set differences or countable intersection. And so on.

If we start with I and repeat various closure operations repeatedly,

we eventually end up with B, the smallest σ-ring containing I. This

way of thinking of the B is very intuitive, but it turns out that, to imple-

ment it, we would need to perform uncountably many of these closure

operations, and so we would need a version of recursion called “trans-

finite” recursion. To avoid this, we opt for a different approach:

Note: 2R is a σ-ring of sets that contains I. Find every σ-subring

of 2R that contains I, and then form the set B consisting of those

subsets A of R s.t. A is an element of each of those σ-subrings. It turns

out that that collection of sets A is the smallest σ-ring containing I.

We now implement that idea, first for rings (see Definition 54.14), then

for σ-rings (see Definition 54.15).

DEFINITION 54.14. Let S be a set of sets and let X :“
Ť

S. Then

rpSq :“ t T Ď 2X | pT Ě Sq & pT is a ring of setsq u,
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xSyr :“
Ş

rrpSqs.

In Definition 54.14, S is a set of sets, so rpSq is a set of sets of sets.

DEFINITION 54.15. Let S be a set of sets and let X :“
Ť

S. Then

σpSq :“ t T Ď 2X | pT Ě Sq & pT is a σ-ring of setsq u,

xSyσ :“
Ş

rσpSqs.

In Definition 54.15, S is a set of sets, so σpSq is a set of sets of sets.

Let S be a set of sets. The process of computing xSyσ can be difficult:

We might use transfinite recursion, but that’s beyond the scope of this

course, and not easy in any case. The alternative is to try identify σpSq,
which is also difficult. Note that, according to Lemma 55.2 below, we

only need FOUR steps to go from S to xSyr. By contrast, going from

S to xSyσ can take uncountably many steps. So understanding xSyr is

much easier, and we discuss that first.

It helps to weaken slightly the definition of “ring of sets” obtaining

what we will call a “pre-ring of sets”:

DEFINITION 54.16. Let S be a set of sets.

Then S is a pre-ring of sets means: @A,B P S, AzB P xSyfin>.

Note that any partition is a pre-ring of sets.

Unassigned HW: Show that, while the set I of intervals is not a ring

of sets, it is a pre-ring of sets. Show: I2 is also a pre-ring of sets.

For a pre-ring S of sets, computing xSyr is made relatively easy by:

LEMMA 54.17. Let S be a pre-ring of sets. Then xSyr “ xSyfin>.

Proof. Unassigned HW. Hint: Show, in order, First, show

@A P xSyfin>, @B P S, AzB P xSyfin>.

Then, by induction, prove:

@n P N, r @A P xSyfin>, @B1, . . . , Bn P S, AzpB1Y¨ ¨ ¨ YqBn P xSyfin > s.

Then prove

@A P xSyfin>, @B P xSyfin>, AzB P xSyfin>.

Then, using Lemma 54.13, show that xSyfin> is a ring of sets. �

Let A :“ xIyr. An example of a set in AzI is

r1, 2s Y p3, 4q Y r5, 7q Y p20, 100s.
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Since I is a pre-ring of sets, by Lemma 54.17, we have A “ xIyfin>.

That is to say: a set is in A iff it is a finite disjoint union of intervals

(like the set above). Think of elements of I as “Lego blocks” in one

dimension, and think of the elements of A as sets that we can assemble

from these blocks, in finite time. (The phrase “in finite time” is our

colloquial way of indicating that each set in A is a finite union of sets

in I. Eventually, we’ll look at constructions that can be accomplished

“in countable time”, i.e., by countable unions.) Since we know the

size (i.e., the length) of each block, there’s only one reasonable way

to assign a size to each such assembly. Thus, extending ` to a finitely

additive κ : AÑ r0,8s should be straightforward.

[The variable A is bound for the remainder of this class.]

There are many subsets of R that we might care about that are NOT

in A. For example, let

Z :“ r1, 1` p1{2qs Y r2, 2` p1{4qs Y

r3, 3` p1{8qs Y r4, 4` p1{16qs Y ¨ ¨ ¨ .

Then Z is a countable union of intervals, but is not equal to any finite

union of intervals. Then Z R xIyfin> “ A. Nevertheless, whatever we

might mean by measure, the measure of Z should be

p1{2q ` p1{4q ` p1{8q ` p1{16q ` ¨ ¨ ¨ ,

which is equal to 1. So, if our goal is to extend ` to a broad collection

of sets, we would hope that Z would be an element of that collection.

While A is insufficient, note that Z P xIyctbl> Ď xIyσ “ B.

We can also do “Legos in two dimensions”: Let A2 :“ xI2yr. Then,

by Lemma 54.17, A2 “ xI2yfin>. Our “Lego blocks” are now rectan-

gles, and every element of A2 is a finite-time assembly of these two

dimensional blocks. However, if you want to assemble a good approxi-

mation to something round, like a disk, then that finite amount of time

may be very large. (In three dimensions, it gets even worse: my son

worked on his Lego Death Star for weeks.) Since we know the size

(i.e., the area) of each block, there’s only one reasonable way to assign

a size to each such assembly. Thus, extending `2 to a finitely additive,

translation invariant κ2 : A2 Ñ r0,8s should be straightforward.

[The variable A2 is bound for the remainder of this class.]

In two dimensions, we have A2 “ xI2yfin >. This collection of sets is

even more obviously NOT broad enough to include, as elements, “all
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the subsets of R2 that anyone would ever care about”. For example,

a disk is not a finite union of rectangles, and, if we cannot develop

a formula for the area of a disk, then we will not earn the respect of the

ancient Greeks, who are, even now, the Guardians of Mathematics.

By contrast, when we look at σ-rings like B and B2, the problem

goes away: As we mentioned earlier, any subset of R that anyone cares

about is an element of B, and any subset of R2 that anyone cares about

is an element of B2. In this sense, B and B2 are both very broad. If we

are somehow able to extend ` and `2 to countably additive, translation

invariant functions λ : B Ñ r0,8s and λ2 : B2 Ñ r0,8s then we deserve

to celebrate . . . responsibly!

DEFINITION 54.18. Let P and Q be partitions. Then P Ì Q
means: P Ď xQyfin>.

To indicate that P Ì Q, we say that Q is a finite refinement of P .

Intuitively, if P is a box of Legos, and Q is another box of Legos,

then P Ì Q means that each Lego in P can be build out of Legos

from Q, in finite time. Consequently, if some assembly can be built

with P-Legos in finite time, then it can also be built with Q-Legos

in a finite (but typically longer) period of time. Therefore:

LEMMA 54.19. Let P and Q be partitions. Assume that P Ì Q.

Then we have xPyr Ď xQyr.

Proof. Unassigned HW. Hint: Think Legos. �

DEFINITION 54.20. Let µ be a set function and let Q :“ domrµs.

Let R :“ xQyr. Then FAESµ is the set of all ν : RÑ r0,8s such that

both ( ν is finitely additive ) and ( ν|Q “ µ ).

In Definition 54.20, “FAES” = “Finitely Additive ExtensionS”.

DEFINITION 54.21. Let µ be a set function. By µ is a partition

measure, we mean: domrµs is a partition.

DEFINITION 54.22. Let µ be a set function, X a set. By µ is

a partition measure on X, we mean: domrµs is a partition of X.

Our basic result about FAES is:

THEOREM 54.23. Let µ be a partition measure.

Then #pFAESµq “ 1.
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Proof. Unassigned HW. Hint: Think Legos. �

DEFINITION 54.24. Let µ be a partition measure.

We define µ˚ :“ ELTpFAESµq.

DEFINITION 54.25. Let µ and ν be partition measures. Define

P :“ domrµs and Q :“ domrνs. Then µ Ì ν means:

rP Ì Q s and

»

—

–

@P P P , µpP q “
ÿ

QPQ
QĎP

νpQq

fi

ffi

fl

.

To indicate that µ Ì ν, we say that ν is a finite refinement of µ.

Intuitively, P is a box of Legos, and µ tells us the size of each of the

P-Legos. Intuitively, Q is another box of Legos, and ν tells us the size

of each of the Q-Legos. The condition P Ì Q tells us that each P-Lego

can be built out of Q-Legos, in finite time. The condition

@P P P , µpP q “
ÿ

QPQ
QĎP

νpQq

tells us: the size of any P-Lego is the same as the size of the Q-Legos

needed to build it. These two conditions together imply that,

if we build an assembly out of P-Legos,

and measure its total size,

and then rebuild it out of Q-Legos,

and measure its total size once more,

then the two total sizes are the same. That is:

LEMMA 54.26. Let µ and ν be partition measures. Assume µ Ì ν.

Then µ˚ Ď ν˚.

Proof. Unassigned HW. Hint: Think Legos. �

The inclusion µ˚ Ď ν˚ says that the set function ν˚ : Q˚ Ñ r0,8s is

an extension of the set function µ˚ : P˚ Ñ r0,8s.

Let µ and ν be partition measures. Note that

p µ Ì ν q ñ

´

ď

domrµs “
ď

domrνs
¯

.

That is, if µ Ì ν, then the µ-total space is equal to the ν-total space.

DEFINITION 54.27. Let µ be a sequence of set functions. By µ‚ is

a partition measure scheme, we mean:
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(1) @j P N, µj is a partition measure.

(2) @j P N, µj Ì µj`1.

Let µ be a partition measure scheme. Note that
ď

domrµ1s “
ď

domrµ2s “
ď

domrµ3s “ ¨ ¨ ¨ .

That is, @j P N, µj-total space is equal to the µ1-total space.

DEFINITION 54.28. Let µ be a sequence of set functions and let X

be a set. By µ‚ is a partition measure scheme on X, we mean:

(1) µ‚ is a partition measure scheme, and

(2)
Ť

domrµ1s “ X.

Let µ be a partition measure scheme. Then µ1 Ì µ2 Ì µ3 Ì ¨ ¨ ¨ .

Intuitively, we have countably many boxes of Legos. For all j P N,

the jth box contains the sets in domrµjs. For all j P N, µj tells us the

size of the Legos in the jth box. The condition µ˚1 Ď µ˚2 Ď µ˚3 Ď ¨ ¨ ¨

ensures: for all j, k P N, if j ď k,

if we build an assembly out of Legos from the jth box,

and measure its total size,

and then rebuild it out of Legos from the kth box,

and measure its total size once more,

then the two total sizes are the same. Or, to put it another way:

By Lemma 54.26, we have µ˚1 Ď µ˚2 Ď µ˚3 Ď ¨ ¨ ¨ .

DEFINITION 54.29. Let µ be a partition measure scheme. Then

we define µ˚‚ :“ µ˚1
Ť

µ˚2
Ť

µ˚3
Ť

¨ ¨ ¨ .

Intuitively, we take all the Legos from all the boxes, throw them all

into one big box. The function µ˚‚ tells us the size of any finite-time

assembly that can be built from Legos from that big box.

For example: Define a sequence D of partitions of R by

Dj “ t pa, a` 21´j
s | a P 2j´1Z u.

Then D1 is called the “first dyadic partition” of R, and is equal to

t . . . , p´4,´3s, p´3,´2s, p´2,´1s, p´1, 0s,

p0, 1s, p1, 2s, p2, 3s, p3, 4s, . . . u.

Also, D2 is called the “second dyadic partition” of R, and is equal to

t . . . , p´4{2,´3{2s, p´3{2,´2{2s, p´2{2,´1{2s, p´1{2, 0{2s,

p0{2, 1{2s, p1{2, 2{2s, p2{2, 3{2s, p3{2, 4{2s, . . . u.
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Also, D3 is called the “third dyadic partition” of R, and is equal to

t . . . , p´4{4,´3{4s, p´3{4,´2{4s, p´2{4,´1{4s, p´1{4, 0{4s,

p0{4, 1{4s, p1{4, 2{4s, p2{4, 3{4s, p3{4, 4{4s, . . . u.

Also, D4 is called the “fourth dyadic partition” of R, and is equal to

t . . . , p´4{8,´3{8s, p´3{8,´2{8s, p´2{8,´1{8s, p´1{8, 0{8s,

p0{8, 1{8s, p1{8, 2{8s, p2{8, 3{8s, p3{8, 4{8s, . . . u.

Note: D1 Ì D2 Ì D3 Ì D4 Ì ¨ ¨ ¨ . Define a sequence m of partition

measures by mj “ `|Dj. Note: m1 Ì m2 Ì m3 Ì m4 Ì ¨ ¨ ¨ . We

conclude that m‚ is a partition measure scheme.

[The sequences D‚ and m‚ are bound for the remainder of this class.]

For another example: Define a sequence D2 of partitions of R2 by

D2
j “ t AˆB | A,B P Dj u.

Define a sequence m2 of partition measures by m2
j “ `2|D2

j . Note:

m2
1 Ì m2

2 Ì m2
3 Ì m2

4 Ì ¨ ¨ ¨ . We conclude that m2
‚ is a partition

measure scheme.

[The sequences D2
‚ and m2

‚ are bound for the remainder of this class.]

Intuitively, for all j P N, D2
j is a box of two-dimensional Legos, each

one a square (containing part, but not all, of its boundary). Each box

is a refinement of the preceding box, and so can build more assemblies

than the preceding box. We now take all the Legos from all these boxes

and put them into one big box. The function pm2
‚q
˚ tells us the total

size of any assembly that can be built, in finite time, from that big box.

Imagine we want to build the open disk of radius
?

2 about p0, 0q. We

begin by choosing four Legos from D1 that cover the inscribed square

p´1, 1s ˆ p´1, 1s. Then, with smaller Legos, we partially fill in the

part of the disk not already not covered by those first four Legos. We

continue, and get better and better approximations to the disk, but,

unfortunately, in finite time, we can’t exactly cover the disk.

We now switch from finite time to countable time. In countable time,

we can exactly cover our disk, and then compute its area as the sum

of the areas of the countably many Legos used to cover it.

DEFINITION 54.30. Let µ be a set function and let Q :“ domrµs.

Let S :“ xQyσ. Then CAESµ is the set of all ν : S Ñ r0,8s such that

both ( ν is countably additive ) and ( ν|Q “ µ ).
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In Definition 54.30, “CAES” = “Countably Additive ExtensionS”.

DEFINITION 54.31. Let ν be a set function. Then ν is a measure

means: ( domrνs is a σ-ring ) and ( ν is countably additive ).

Let µ be a set function. Then, @ν P CAESµ, ν is a measure.

DEFINITION 54.32. Let µ be a partition measure. Then µ is σ-

finite means: both ( domrµs is countable ) and ( @A P domrµs, mupAq ă

8 ).

You are responsible for knowing the statement of Theorem 54.33

below, but not for knowing its proof, which was not covered.

THEOREM 54.33. Let µ be a σ-finite partition measure scheme.

Then #pCAESµ˚‚q ď 1.

Proof. TO BE ADDED LATER �

DEFINITION 54.34. Let X be a topological space and let µ be a

partition measure scheme on X. Then µ‚ is a pre-measure on X

means: µ1 is regular and σ-finite.

Unassigned HW: Show both that m‚ is a pre-measure on R and that

m2
‚ is a pre-measure on R2.

DEFINITION 54.35. Let X be a topological space and let µ be a

partition measure scheme on X. Then

(1) µ‚ is inner regular means: @j P N, @B P domrµjs, @ε ą 0,

DA P domrµ˚‚s s.t. r ClXA Ď B s and r pµ˚‚qpBzAq ă ε s,

(2) µ‚ is outer regular means: @j P N, @B P domrµjs, @ε ą 0,

DC P domrµ˚‚s s.t. r B Ď IntXC s and r pµ˚‚qpCzBq ă ε s,

&(3) µ‚ is regular means: ( µ is both inner regular and outer regu-

lar ) and ( @A P domrµ1s, ClXA is sequentially compact ).

You are responsible for knowing the statement of Theorem 54.36

below, but not for knowing its proof, which was not covered.

THEOREM 54.36. Let X be a topological space. Let µ be a pre-

measure on X. Then #pCAESµ˚‚q “ 1.

Proof. TO BE ADDED LATER �

DEFINITION 54.37. Let X be a topological space, and let µ be a

pre-measure on X. Then xµ‚ :“ ELTpCAESµ˚‚q.
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Define λ :“ xm‚ and λ2 :“ xm2
‚. Then λ is called Lebesgue measure

on R, and λ2 is called Lebesgue measure on R2.

[The variables λ and λ2 are bound for the remainder of this class.]

You are responsible for knowing the statement of Theorem 54.38

below, but not for knowing its proof, which was not covered.

THEOREM 54.38. We have:

(1) domrλs “ B,

(2) λ|I “ `,

(3) domrλ2s “ B2 and

(2) λ2|I2 “ `2.

Proof. TO BE ADDED LATER �

DEFINITION 54.39. Let f : R 99K R. Then

Of :“ t px, yq P R2
| p x P domrf s q& p 0 ă y ă fpxq q u.

In Definition 54.39, the set Of is called the ordinate set of f .

DEFINITION 54.40. Let f : R 99K R. Then
ż

f :“ rλ2pOf qs ´ rλ2pO´f qs.

DEFINITION 54.41. Define sgn : RÑ t´1, 0, 1u by

sgnx “

$

’

’

&

’

’

%

´1, if x ă 0

0, if x “ 0

1, if x ą 0.

DEFINITION 54.42. Let f : R 99K R and let a, b P R. Then
ż b

a

f :“ rsgnpb´ aqs ¨

„
ż

``

χR
ra|bs

˘

¨ f
˘



.

The next result is the Fundamental Theorem of Calculus. You

are responsible for knowing its statement, but not for knowing its proof,

which was not covered.

THEOREM 54.43. Let f : R 99K R and let a, b P R. Assume

that a ă b and that f is continuous on ra, bs. Define g : R 99K R

by gpxq “

ż x

a

f . Then: ( g is c/d on ra, bs ) and ( g1 “ f on pa, bq ).

Proof. TO BE ADDED LATER �
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55. Appendix: Generating a ring of sets (NOT ON FINAL)

This section will NOT be covered on the final.

LEMMA 55.1. Let C be a set of sets. Assume both

xCyfinX Ď C and xCyfinY Ď C.

Let D :“ tCzC0 |C,C0 P Cu. Then D is a pre-ring of sets.

Proof. By Definition 54.16, we want: @D,D1 P D, DzD1 P xDyfin>. Let

D,D1 P D be given. We want: DzD1 P xDyfin>.

Since D,D1 P D, choose C,C0, C
1, C 10 P C such that

both r D “ CzC0 s and r D1 “ C 1zC 10 s.

Then C0 Y C
1 P xCyY Ď C and C X C 1 X C 10 P xCyX Ď C. Let

X :“ CzpC0 Y C
1
q and

Y :“ pC X C 1 X C 10qzC0.

Then X, Y P D. Then X > Y ˚P xDyfin>. It therefore suffices to show

that DzD1 “ X
š

Y . We therefore wish to show:

(1) X X Y “ H,

(2) DzD1 Ď X Y Y , and

(3) DzD1 Ě X Y Y .

Proof of (1): Since X Ď CzC 1 and Y Ď C 1, we conclude that

X X Y “ H, as desired. End of proof of (1).

Proof of (2): We wish to show: @q P DzD1, q P X Y Y . Let

q P DzD1 be given. We wish to show: q P X Y Y . It suffices

to show: pq R Xq ñ pq P Y q. Assume q R X. Want: q P Y . We

want to prove: q P C and q P C 1 and q P C 10 and q R C0.

Since q P D “ CzC0, we get q P C and q R C0. Since q P C

and q R X “ CzpC0 Y C 1q, we see that q P C0 Y C 1. So, as

q R C0, we see that q P C 1 It remains to show: q P C 10.

Since q P DzD1, we have q R D1. So, since D1 “ C 1zC 10 and

q P C 1, it follows that q P C 10, as desired. End of proof of (2).

Proof of (3): We have X “ CzpC0 Y C 1q Ď CzC0 “ D. So,

since XXD1 Ď pCzC 1qXC 1 “ H, we get X Ď DzD1. It remains

to show: Y Ď DzD1.

We have Y “ pC X C 1 X C 10qzC0 Ď CzC0 “ D. So, since

Y X D1 Ď C 10 X pC
1zC 10q “ H, we get Y Ď DzD1, as desired.

End of proof of (3).
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The next lemma shows that, given a set A of sets, we can, in FOUR

steps, generate a ring of sets. This is in contrast to σ-rings, where the

generation might take uncountably many steps, and therefore might

require transfinite recursion to implement.

LEMMA 55.2. Let A be a set of sets, B :“ xAyfinX, C :“ xByfinY
and D :“ tCzC0 |C,C0 P Cu and E :“ xDyfin>. Then E “ xAyr.

Proof. Since xAyr “
Ş

rrpAqs, we wish to show: E “
Ş

rrpAqs.
For any R P rpAq, A Ď R, so B Ď R, so C Ď R, so D Ď R, so

E Ď R. Then E Ď
Ş

rrpAqs. Want: E Ě
Ş

rrpAqs. It suffices to show:

E P rpAq.
Let X :“

Ť

A. We have A Ď 2X , so B Ď 2X , so C Ď 2X , so D Ď 2X ,

so E Ď 2X . It remains to show: E is a ring of sets.

We have B “ xAyfinX, and so xByfinX Ď B. We have C “ xByfinY,

and so xCyfinY Ď C. Because X distributes over Y, we get

x xB yfinY yfinX Ď x xB yfinX yfinY.

So, since xByfinY “ C and xByfinX “ B, this gives xCyfinX “ xByfinY.

Then xCyfinX “ xB yfinY “ C. So, since xCyfinY Ď C, by Lemma 55.1,

we conclude that D is a pre-ring of sets. Then, by Lemma 54.17, we

conclude that xDyr “ E , and so E is a ring of sets, as desired. �

NOTE TO SELF: Next year, let’s do several things a little differ-

ently. First, let’s rename “partition measure scheme” to “refinement

sequence”. Second, add construction of Lebesgue measure on any Eu-

clidean space Rd. Third, add Lebesgue-Stieltjes measure. Fourth, de-

scribe product measure on t0, 1uN. Fifth, add the Kolmogorov Exten-

sion Theorem. END OF NOTE TO SELF.
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