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1. Introduction. Let \( \{X_n\}_{n=1}^{\infty} \) be a sequence of random variables on a proba-
bility space \((\Omega, \mathcal{F}, P)\) with finite second moments and such that, for all \( k, j \),
\[
E X_k X_j = \delta_{kj},
\]
where \( \delta_{kj} \) denotes the Kronecker symbol.

In this paper, we study the question of whether or not the sequence \( \{X_n\}_{n=1}^{\infty} \)
contains a subsequence, say \( \{X_{i_n}\}_{n=1}^{\infty} \), which behaves like a sequence of indepen-
dent random variables with respect to some intensively studied functionals. As main
examples, we consider normalized sums
\[
S_n = \frac{X_{i_1} + \cdots + X_{i_n}}{\sqrt{n}}
\]
and self-normalized statistics
\[
T_n = \frac{X_{i_1} + \cdots + X_{i_n}}{\sqrt{X_{i_1}^2 + \cdots + X_{i_n}^2}}.
\]

To avoid degenerate situations, we assume that in probability, as \( n \to \infty \),
\[
\max_{1 \leq k \leq n} |X_k| = o(\sqrt{n}).
\]

This condition is weaker than the uniform integrability of the sequence \( X_n^2 \) and is im-
plied by usual moment assumptions such as \( \sup_{n \geq 1} E X_n^2 \log |X_n| < +\infty \), for example.

Theorem 1.1. Assume that in probability as \( n \to \infty \),
\[
\frac{X_1^2 + \cdots + X_n^2}{n} \to 1.
\]

Then, under the hypotheses (1.1)–(1.2), there exists an increasing sequence of indices \( \{i_n\}_{n \geq 1} \) such that weakly in distribution
\[
S_n \Rightarrow N(0, 1).
\]
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As we will see, the desired sequence \( \{i_n\}_{n \geq 1} \) can be chosen to be sufficiently tight in a sense that, for any prescribed sequence \( \{j_n\}_{n=1}^{\infty} \) such that \( j_n/n \to +\infty \), \( \{i_n\}_{n \geq 1} \) is dominated by \( \{j_n\}_{n \geq 1} \), i.e.,

\[
i_n \leq j_n \quad \text{for all } n \text{ large enough.}
\]

Note that no assumption is made about the expectations \( E X_n \).

Theorem 1.1 may be viewed as a certain generalization of the central limit theorem for independent and identically distributed random variables with mean zero and a finite second moment. In that case, all the conditions are fulfilled, while the conclusion of Theorem 1.1 does not depend on the choice of subsequences (by exchangeability).

The meaning of the hypothesis (1.2) is better clarified in the triangular arrays scheme or in the scheme of finite sequences \( X_1, \ldots, X_N \). Consider, for example, normalized indicator functions

\[
X_n = \sqrt{N} \mathbf{1}_{A_n}, \quad 1 \leq n \leq N,
\]

where the \( A_n \)’s form a partition of \( \Omega \) into \( N \) measurable subsets of \( \mathbf{P} \)-measure \( 1/N \).

Then, (1.1) and (1.3) are satisfied, but, for any choice of \( 1 \leq i_1 < \cdots < i_n \leq N \), the random variable \( S_n \) takes only two values and therefore cannot be approximated by the standard normal law.

While condition (1.3) is important for asymptotic normality of \( S_n \), it can be considerably weakened in the study of self-normalized statistics.

**Theorem 1.2.** Assume that

\[
\limsup_{n \to \infty} \mathbf{P} \left\{ \frac{X_1^2 + \cdots + X_n^2}{n} \leq h \right\} \to 0 \quad \text{as } h \downarrow 0.
\]

Then, under hypotheses (1.1), (1.2), there exists an increasing sequence of indices \( \{i_n\}_{n \geq 1} \) such that weakly in distribution as \( n \to \infty \),

\[
T_n \Rightarrow N(0,1).
\]

Assumption (1.5) means that the distributions of the quadratic forms \( R_n = (X_1^2 + \cdots + X_n^2)/n \) cannot approximate those distributions which have atoms at zero. This ensures, in particular, that the random variables \( T_n \) are well defined for large \( n \) with probability almost 1 (for proper subsequences).

Actually, a statement similar to (1.4) holds in this case, as well: in both statements the sequences of indices can be chosen almost arbitrarily. Moreover, they form a subset \( I \) in the space \( \mathcal{I} \) of all increasing sequences (of natural numbers) with \( \mu(I) = 1 \) for certain probability measures \( \mu \) on \( \mathcal{I} \).

To make this argument precise, recall that every increasing sequence of natural numbers may be canonically associated to a 0–1 sequence \( \varepsilon = \{\varepsilon_n\}_{n \geq 1} \). Hence, we may equivalently consider the problem on the functionals

\[
S_n(\varepsilon) = \frac{\varepsilon_1 X_1 + \cdots + \varepsilon_n X_n}{\sqrt{\varepsilon_1 + \cdots + \varepsilon_n}} \quad \text{and} \quad T_n(\varepsilon) = \frac{\varepsilon_1 X_1 + \cdots + \varepsilon_n X_n}{\sqrt{\varepsilon_1 X_1^2 + \cdots + \varepsilon_n X_n^2}}.
\]

It turns out that assuming (1.1) only, the distributions of \( S_n(\varepsilon) \) and \( T_n(\varepsilon) \) are strongly concentrated around certain “typical distributions” with respect to products of some Bernoullian measures. In this sense they almost do not depend on the choice of \( \varepsilon \).

The first observation of this kind was made by V. N. Sudakov [17], who considered a
related problem about the concentration of distributions of linear forms $\sum_{k=1}^{n} \theta_k X_k$ with coefficients representing coordinates of a random point on the unit sphere in $\mathbb{R}^n$.

Some extensions and refinements in this randomized model, including the rate of concentration and different approaches to this concentration phenomenon, were later studied by a number of authors; cf., e.g., [7], [19], [1], [3]. In these papers, the additional assumption (1.3) appears as a natural condition which ensures asymptotic normality of typical distributions (regardless of whether (1.2) holds). The symmetric Bernoullian case, where $\theta_k = \varepsilon_k/\sqrt{n}$ with $\varepsilon_k = \pm 1$, was considered in [4]. There it is shown that, under (1.1)–(1.3), for $\mu$-almost all sequences of signs,

$$\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_k X_k \Rightarrow N(0,1) \quad \text{as} \quad n \to \infty,$$

where $\mu$ is the product symmetric Bernoullian measure on the infinite discrete cube $\{-1,1\}^\infty$. In contrast, such a statement for “0–1”-coefficients $\varepsilon_k$ (with probability weights $\frac{1}{2}$) is no longer valid (even with other than $\sqrt{n}$-normalization). Therefore we need to look for different suitable measures $\mu$.

As for $T_n$, this functional is of a more complicated nature, but it is known to be more well behaved in comparison with linear forms. In the nonrandomized model, i.e., for $i_n = n$, the self-normalized statistics have been of great interest already in the classical case of independent, identically distributed random variables $X_n$. In this case, the question of limit distributions of $T_n$ was raised in 1973 by B. Logan et al. [12] solving the problem for stable laws $F$ of $X_n$’s. After contributions [13], [9], [8], and others, a complete answer in terms of $F$ has recently been given by G. Chistyakov and F. Götze [6]. In particular, the central limit theorem for $T_n$ holds under weaker assumptions than that for $S_n$ (that is, a little less than finiteness of the second moment of $F$ is required). For other important aspects of the asymptotic normality of $T_n$, such as the Berry–Esseen-type bounds, see, e.g., [2], [16], [18].

On the other hand, there is no hope of reaching the asymptotic normality of $S_n$ and $T_n$ if we replace the independence with the orthogonality condition (1.1). One surprising possible situation was recently noticed by A. R. Pruss [15]: For any natural number $N$, it is possible that $X_{i_1}, \ldots, X_{i_N}$ are independent for any choice of distinct indices, and that all $X_n$ are equidistributed according to a prescribed symmetric non-degenerate law, but the central limit theorem fails. See also [10] for other examples. As we have seen, in such “bad” situations, one can still obtain some positive results at the expense of removing certain “bad” terms in the given sequence $X_n$. This scheme involves many standard examples such as the sequence of trigonometric functions and various systems of orthogonal polynomials such as Chebyshev’s.

In the randomized situation as above, let us note that, in order to study a typical law of $T_n(\varepsilon)$, there is good reason to first look at the joint distribution $F_\varepsilon$ of both linear and quadratic forms, namely, of random variables

$$\frac{\varepsilon_1 X_1 + \cdots + \varepsilon_n X_n}{\sqrt{B_n}} \quad \text{and} \quad \frac{\varepsilon_1 X_1^2 + \cdots + \varepsilon_n X_n^2}{B_n}$$

with a suitably chosen normalization $B_n$. As we will see, under (1.1)–(1.2), for “most” $\varepsilon$, the distributions $F_\varepsilon$ are very close to the distribution of the random vector

$$W_n = (R_n Z, R_n^2 Z),$$

where $Z$ is a standard normal random variable independent of $R_n$. This explains why conditions (1.3) and (1.5) appear in the formulations of Theorems 1.1 and 1.2.
This paper is (almost) self-contained and is organized as follows. In section 2 we discuss a concentration property of product measures on the finite dimensional discrete cube in terms of deviations of “Lipschitz” functions from their means. In section 3 we consider characteristic functions $f_{\varepsilon}$ of $F_{\varepsilon}$ and investigate the Lipschitz seminorm of functions $\varepsilon \rightarrow f_{\varepsilon}(t,s)$ with fixed $(t,s)$. A concentration property for this family, uniform with respect to the variables $(t,s)$, is studied in section 4. An asymptotic behavior of typical distributions is discussed in section 5, and finally in section 6 we complete the proof of Theorems 1.1 and 1.2, including the refining assertion (1.4).

2. Concentration on the discrete cube. Given $p \in (0,1)$, denote by $\mu_p$ the Bernoullian measure on $\{0,1\}$ assigning mass $p$ to the point 1 and $q = 1 - p$ to the point 0. In this section we recall a Gaussian deviation inequality for functions on the discrete cube $\{0,1\}^n$ with respect to arbitrary product probability measures $\mu = \mu_p \otimes \cdots \otimes \mu_p$.

With every complex-valued function $f$ on $\{0,1\}^n$, we connect the length of the discrete gradient $|\nabla f|$ defined by

$$|\nabla f(\varepsilon)|^2 = \sum_{k=1}^n |f(\varepsilon) - f(s_k(\varepsilon))|^2, \quad \varepsilon \in \{0,1\}^n.$$ 

Here, $s_k(\varepsilon)$ denotes the neighbor of $\varepsilon$ along the $k$th coordinate, i.e., $(s_k(\varepsilon))_j = \varepsilon_j$ for $j \neq k$ and $(s_k(\varepsilon))_k = 1 - \varepsilon_k$. Set $||\nabla f||_{\infty} = \max_{\varepsilon} |\nabla f(\varepsilon)|$. This quantity may be viewed as a Lipschitz seminorm of $f$.

**Proposition 2.1.** For every complex-valued $f$ on $\{0,1\}^n$ such that $||\nabla f||_{\infty} \leq \sigma$,

$$\mu\left\{ \left| f - \int f \, d\mu \right| \geq h \right\} \leq 4e^{-h^2/\sigma^2}, \quad h > 0. \quad (2.1)$$

This Gaussian bound is standard, although in the literature it appeared with a worse constant in the exponent (except for the case of the uniform measure). So, we include a proof of the refined estimate.

**Lemma 2.1.** For every real-valued function $f$ on $\{0,1\}$, for any $p \in (0,1)$,

$$\operatorname{Ent}_{\mu_p}(e^f) \leq \frac{1}{8} \int |\nabla f|^2 e^f \, d\mu_p. \quad (2.2)$$

Here, the entropy functional $\operatorname{Ent}_{\mu}(g)$ with respect to a probability measure $\mu$ is defined, for any $g \geq 0$, by

$$\operatorname{Ent}_{\mu}(g) = \int g \log g \, d\mu - \int g \, d\mu \log \int g \, d\mu.$$

Thus, the worst case in the modified logarithmic Sobolev inequality (2.2) corresponds to the symmetric measure, i.e., when $p = q = \frac{1}{2}$.

**Proof.** Instead of (2.2), consider an equivalent inequality

$$\operatorname{Ent}_{\mu_p}(f) \leq C(p) \int |\nabla \log f|^2 f \, d\mu_p \quad (2.3)$$

in the class of all positive $f$ on $\{0,1\}$ with some optimal $C(p)$. An exact value of this constant is unknown, but a simple argument shows that it is maximized at $p = \frac{1}{2}$.
Since (2.3) is homogeneous in \( f \), we may assume \( \int f \, d\mu_p = 1 \). In terms of \( x = f(1), \ y = f(0) \), this condition reads as
\[
px + qy = 1, \quad x, y > 0,
\]
and (2.3) itself simplifies to
\[
px \log x + qy \log y \leq C(p) (\log x - \log y)^2.
\]
We may think of \( x \) as a free variable with values in \( (0, 1/p) \), while \( y = (1 - px)/q \) is dependent.

Introduce the function
\[
u(x) = \frac{px \log x + qy \log y}{(\log x - \log y)^2}, \quad 0 < x < \frac{1}{p}, \ y = \frac{1 - px}{q}, \]
so that \( C(p) = \sup_x \nu(x) \). Since \( \nu(0+) = \nu(1/p-) = 0 \), the function \( \nu \) attains maximum at some point \( x_0 \in (0, 1/p) \). We have
\[
\nu'(x) = \frac{pq xy (\log x - \log y)^2 - 2 (px \log x + qy \log y)}{(\log x - \log y)^3 \cdot qy}.
\]
Hence \( \nu'(x) = 0 \) if and only if \( px \log x + qy \log y = (pq xy/2) (\log x - \log y)^2 \). Therefore, \( C(p) = \nu(x_0) = px_0 y/2 \leq \frac{1}{2} \) by (2.4). Thus, Lemma 2.1 follows.

**Proof of Proposition 2.1.** Inequality (2.2) is extended to the product space \( \{0, 1\}^n \) equipped with product measures \( \mu = \mu_1 \otimes \cdots \otimes \mu_n \). Namely, for any real-valued function \( f \) on \( \{0, 1\}^n \),
\[
\text{Ent}_\mu(e^f) \leq \frac{1}{8} \int |\nabla f|^2 e^f \, d\mu.
\]
In turn, given that \( \|\nabla f\|_\infty \leq \sigma \), the above inequality easily implies the following bound on probabilities of large deviations of \( f \) (cf. [11], [5]),
\[
\mu \left\{ f - \int f \, d\mu \geq h \right\} \leq e^{-2h^2/\sigma^2}, \quad h > 0,
\]
and the following two-sided estimate, as well:
\[
\mu \left\{ \left| f - \int f \, d\mu \right| \geq h \right\} \leq 2e^{-2h^2/\sigma^2}, \quad h > 0.
\]
In the complex-valued case, the latter bound can be applied separately to \( f_1 = \text{Re}(f) \) and \( f_2 = \text{Im}(f) \). Assume \( \int f \, d\mu = 0 \). Since \( |f| \geq h \) implies \( |f_1| \geq h/\sqrt{2} \) or \( |f_2| \geq h/\sqrt{2} \), and since \( |\nabla f_j| \leq |\nabla f| \leq \sigma \), \( j = 1, 2 \), (2.6) yields
\[
\mu \{ |f| \geq h \} \leq \mu \left\{ |f_1| \geq \frac{h}{\sqrt{2}} \right\} + \mu \left\{ |f_2| \geq \frac{h}{\sqrt{2}} \right\} \leq 2e^{-h^2/\sigma^2} + 2e^{-h^2/\sigma^2}.
\]
Thus, Proposition 2.1 is proved.
3. Bounding the Lipschitz constant. Consider a finite sequence \((X_1, \ldots, X_n)\) of random variables satisfying the orthonormality condition (1.1).

Given a collection of probabilities \(p_1, \ldots, p_n \in (0,1)\), we equip the discrete cube \(\{0,1\}^n\) with the product of Bernoullian measures \(\mu = \mu_{p_1} \otimes \cdots \otimes \mu_{p_n}\). For \(\varepsilon \in \{0,1\}^n\), put

\[
S_n(\varepsilon) = \frac{\varepsilon_1X_1 + \cdots + \varepsilon_nX_n}{\sqrt{B_n}},
\]

\[
V_n(\varepsilon) = \frac{\varepsilon_1X_1^2 + \cdots + \varepsilon_nX_n^2}{B_n},
\]

where here and throughout we write \(B_n = p_1 + \cdots + p_n\). The normalization is chosen canonically so that

\[
\int ES_n(\varepsilon)^2 d\mu(\varepsilon) = \int EV_n(\varepsilon) d\mu(\varepsilon) = 1. \tag{3.1}
\]

Note that the self-normalized statistics \(T_n(\varepsilon)\) may be expressed as

\[
T_n(\varepsilon) = \frac{S_n(\varepsilon)}{\sqrt{V_n(\varepsilon)}}.
\]

Our next goal will be to show that, under certain conditions on the growth of \(B_n\), the joint distribution \(F_\varepsilon\) of \(S_n(\varepsilon)\) and \(V_n(\varepsilon)\) is almost independent of the choice of \(\varepsilon\) with respect to the measure \(\mu\). In other words, \(F_\varepsilon\)'s are strongly concentrated around a certain “typical” distribution \(F\) on the plane \(\mathbb{R}^2\) and, moreover, for this typical distribution one can take the \(\mu\)-average of \(F_\varepsilon\). Identifying distributions with their corresponding distribution functions, the average \(F\) is given by

\[
F(x, y) = \int \mathbb{P}\{S_n(\varepsilon) \leq x, V_n(\varepsilon) \leq y\} d\mu(\varepsilon), \quad x, y \in \mathbb{R}.
\]

Thus, \(F\) represents the distribution of \((S_n(\varepsilon), V_n(\varepsilon))\), where now \(\varepsilon\) is viewed as a random vector independent of all \(X_k\)'s, with values in the discrete cube and distributed according to \(\mu\).

To measure the distance between distribution functions of two variables, say \(F_1\) and \(F_2\), we use the metric

\[
\rho(F_1, F_2) = \sup_{t, s} \frac{|f_1(t, s) - f_2(t, s)|}{1 + |t| + |s|},
\]

where \(f_1\)'s denote the associated characteristic functions. Thus, introduce the family of characteristic functions of \(F_\varepsilon\) with parameter \(\varepsilon \in \{0,1\}^n\),

\[
f_{\varepsilon}(t, s) = \mathbb{E}\exp\{it S_n(\varepsilon) + is V_n(\varepsilon)\}, \quad t, s \in \mathbb{R},
\]

and their \(\mu\)-mean

\[
f(t, s) = \int \mathbb{E}\exp\{it S_n(\varepsilon) + is V_n(\varepsilon)\} d\mu(\varepsilon),
\]

representing the characteristic function of the average distribution \(F\).

As a first step, we fix \(t, s\) and derive a bound on the modulus of the gradient of \(f_{\varepsilon}(t, s)\) viewed as a function of \(\varepsilon \in \{0,1\}^n\).
LEMMA 3.1. For all \( t, s \in \mathbb{R} \) and \( \varepsilon \in \{0, 1\}^n \),

\[
|\nabla f_\varepsilon(t, s)| \leq \frac{|t|}{\sqrt{B_n}} + \frac{(|t|^2 + 2|s|)\sqrt{n}}{2B_n}.
\]

COROLLARY 3.1. Given \( t, s \in \mathbb{R} \) with \(|t| + |s| > 0\), for any \( h \in (0, 2] \),

\[
\mu \left\{ \varepsilon : \frac{|f_\varepsilon(t, s) - f(t, s)|}{|t| + |s|} \geq h \right\} \leq 4 e^{-B_n^2 h^2/(9n)}.
\]

Note that the right-hand side is small once \( B_n \) becomes bigger than \( \sqrt{n} \).

Inequality (3.3) remains true in the limit case \( t, s \to 0 \). In particular, since for small \( t \) Taylor’s representation reads as

\[
f_\varepsilon(t, 0) - 1 = it E S_n(\varepsilon) + o(t) = it \frac{\varepsilon_1 EX_1 + \cdots + \varepsilon_n EX_n}{\sqrt{B_n}} + o(t),
\]

we obtain the following corollary.

COROLLARY 3.2. For any \( h \in (0, 2] \),

\[
\mu \left\{ \varepsilon : \left| \sum_{k=1}^{n} (\varepsilon_k - p_k) \frac{EX_k}{\sqrt{B_n}} \right| \geq h \sqrt{B_n} \right\} \leq 4 e^{-B_n^2 h^2/(9n)}.
\]

To show how Corollary 3.1 can be derived from Lemma 3.1 and Proposition 2.1, first let us observe that, since \(|f_\varepsilon(t, s) - f(t, s)| \leq 2|t| + |s| > 2/h \) in the case \(|t| + |s| > 2/h \). In the other case, consider on the discrete cube the function

\[
g(\varepsilon) = \frac{f_\varepsilon(t, s) - f(t, s)}{|t| + |s|}.
\]

It has \( \mu \)-mean zero, and the modulus of its gradient satisfies, by (3.2),

\[
|\nabla g(\varepsilon)| \leq \frac{1}{|t| + |s|} \left( \frac{|t| \sqrt{B_n} + |s| \sqrt{n}}{B_n} + \frac{|t| |t| \sqrt{n}}{2B_n} \right) \leq \frac{\sqrt{n}}{B_n} + \frac{\sqrt{n}}{B_n h} \leq \frac{3 \sqrt{n}}{B_n h},
\]

where we have made use of the property \( B_n \leq n \) and the assumptions \( h \leq 2 \) and \(|t| \leq 2/h \) in the two last steps. It remains to apply inequality (2.1) to the function \( g \).

Proof of Lemma 3.1. We use the following equivalent definition of the modulus of the gradient of \( f \),

\[
|\nabla f(\varepsilon)| = \max_a \left| \sum_{k=1}^{n} a_k \left( f(\varepsilon) - f(s_k(\varepsilon)) \right) \right|, \quad \varepsilon \in \{0, 1\}^n;
\]

here the maximum is computed over all \( n \)-tuples of complex numbers \( a = (a_1, \ldots, a_n) \) such that \(|a_1|^2 + \cdots + |a_n|^2 = 1 \).

Note that, for each \( k \leq n \),

\[
S_n(s_k(\varepsilon)) = S_n(\varepsilon) - \frac{\delta_k X_k}{\sqrt{B_n}}, \quad V_n(s_k(\varepsilon)) = V_n(\varepsilon) - \frac{\delta_k X_k}{B_n},
\]

where

\[
\delta_k = 2\varepsilon_k - 1 = \begin{cases} 1 & \text{if } \varepsilon_k = 1, \\ -1 & \text{if } \varepsilon_k = 0. \end{cases}
\]
Hence, we may write
\[ e^{itS_n(x)} - e^{itS_n(s_k(x))} e^{isV_n(s_k(x))} = e^{itS_n(x)+isV_n(x)} \left( 1 - e^{-it\delta_k X_k/\sqrt{B_n}} \right) + e^{itS_n(s_k(x))} + isV_n(x) \left( 1 - e^{-is\delta_k X_k^2/B_n} \right). \]

By (3.5),
\[ |\nabla f(t, s)| \leq \max_a \left| E e^{itS_n(x)+isV_n(x)} \sum_{k=1}^n a_k \left( 1 - e^{-it\delta_k X_k/\sqrt{B_n}} \right) \right| + \max_a \left| E e^{itS_n(s_k(x))} + isV_n(x) \sum_{k=1}^n a_k \left( 1 - e^{-is\delta_k X_k^2/B_n} \right) \right|. \]

To estimate the first expectation, we use the estimate \(|e^{i\alpha} - 1 - i\alpha| \leq \frac{1}{2} \alpha^2 (\alpha \in \mathbb{R})\), which yields
\[ \left| \sum_{k=1}^n a_k \left( 1 - e^{-it\delta_k X_k/\sqrt{B_n}} \right) \right| \leq \frac{|t|}{\sqrt{B_n}} \left| \sum_{k=1}^n a_k \delta_k X_k \right| + \frac{t^2}{2B_n} \sum_{k=1}^n |a_k| X_k^2. \]

By Cauchy’s inequality and the basic assumption (1.1),
\[ \left( E \left| \sum_{k=1}^n a_k \delta_k X_k \right| \right)^2 \leq E \left| \sum_{k=1}^n a_k \delta_k X_k \right|^2 = 1. \]

On the other hand, \( \sum_{k=1}^n |a_k| \leq \sqrt{n} \). Together with \( E X_k^2 = 1 \), we get
\[(3.6) \quad E \left| \sum_{k=1}^n a_k \left( 1 - e^{-it\delta_k X_k/\sqrt{B_n}} \right) \right| \leq \frac{|t|}{\sqrt{B_n}} + \frac{t^2}{2B_n}. \]

To estimate the second expectation, just use \(|e^{i\alpha} - 1| \leq |\alpha| (\alpha \in \mathbb{R})\), which leads to
\[(3.7) \quad E \left| \sum_{k=1}^n a_k \left( 1 - e^{-is\delta_k X_k^2/B_n} \right) \right| \leq \frac{|s|}{B_n} E \sum_{k=1}^n |a_k| X_k^2 \leq \frac{|s|\sqrt{n}}{B_n}. \]

It remains to combine (3.6) with (3.7) in order to finish the proof of Lemma 3.1.

4. Concentration of distributions in the metric \( \rho \). In the next step we need to show that the distance \( \rho(F, F') \) is small for most of \( \varepsilon \in \{0, 1\}^n \) with respect to the measure \( \mu \). Starting from (3.3), it is unlikely that one can bound the \( \mu \)-probability
\[ \mu \left\{ \varepsilon: \sup_{t,s} \frac{|f(t, s) - f(t, s)|}{|t| + |s|} \geq h \right\} \]
without stronger moment assumptions on \( X_k \). We thus use a metric \( \rho \) which is less sensitive to the behavior of characteristic functions near zero. Note that always \( \rho(F, G) \leq 2 \).

PROPOSITION 4.1. For any \( h \in (0, 2] \),
\[(4.1) \quad \mu \left\{ \varepsilon: \rho(F, F) \geq h \right\} \leq \frac{C}{h^2} e^{-B_n^2 h^2/(3n)}, \]
where \( C \) is a universal constant.
Proof. In the definition
\[ \rho(F, F) = \max_{t,s} \frac{|f(t, s) - f(t, s)|}{1 + |t| + |s|} \]
one may restrict oneself to the half-plane \( s \geq 0 \). Consider points
\[ t_r = r \cdot ch, \quad r = 0, \pm 1, \pm 2, \ldots, \pm N, \]
\[ s_l = l \cdot ch, \quad l = 0, 1, 2, \ldots, N. \]
where \( N = \lfloor 2/(ch) \rfloor \) (the integer part) and where the constant \( c \) (such that \( 0 < c < 1 \)) will be specified later on. Let
\[ \Omega_0(h) = \left\{ \varepsilon \in \{0, 1\}^n : |f(t_r, s_l) - f(t_r, s_l)| < h \text{ for all } 0 \leq |r|, \ l \leq N - 1 \right\} \]
with the convention that the ratio is defined to be zero for \( r = l = 0 \). By Corollary 3.1,
\[
1 - \mu(\Omega_0(h)) \leq \sum_{|r| < N, l < N} \mu \left\{ \frac{|f(t_r, s_l) - f(t_r, s_l)|}{|t_r| + |s_l|} \geq h \right\}
\leq 4N(2N - 1) e^{-B_n^2 h^2/(9n)} \leq \frac{16}{c^2 h^2} e^{-B_n^2 h^2/(9n)}.
\]
Take \( \varepsilon \in \Omega_0(h) \) and a point \((t, s)\) from the square \([0, t_N] \times [0, s_N]\). Then, for some \( r, l = 1, \ldots, N, \)
\[ t_{r-1} \leq t \leq t_r, \quad s_{l-1} \leq s \leq s_l, \]
so \( t - t_{r-1} \leq ch, s - s_{l-1} \leq ch \). Since
\[
|f(t, s) - f(t, s_{l-1})| \leq \sup_{t,s} \left| \frac{\partial f}{\partial t} \right| (t - t_{r-1}) + \sup_{t,s} \left| \frac{\partial f}{\partial s} \right| (s - s_{l-1})
\]
and similarly for \( f \), we obtain that
\[
|f(t, s) - f(t, s_{l-1})| \leq |f(t, s_{l-1}) - f(t_{r-1}, s_{l-1})| + |f(t_{r-1}, s_{l-1}) - f(t, s_{l-1})| + |f(t, s_{l-1}) - f(t, s_{l-1})|
\leq (t_{r-1} + s_{l-1}) h + \left( \sup_{t,s} \left| \frac{\partial f}{\partial t} \right| + \sup_{t,s} \left| \frac{\partial f}{\partial s} \right| \right) \left( t_{r-1} + s_{l-1} \right) ch.
\]
Recall that \( f(t, s) = Ee^{iS_n(\varepsilon) + ias_n(\varepsilon)}. \) To estimate the absolute values of the partial derivatives of \( f(t, s) \), we may use the trivial bounds
\[
\sup_{t,s} \left| \frac{\partial f}{\partial t} \right| \leq E|S_n(\varepsilon)| \leq (E|S_n(\varepsilon)|^2)^{1/2} = \left( \frac{\varepsilon_1 + \cdots + \varepsilon_n}{B_n} \right)^{1/2},
\]
\[
\sup_{t,s} \left| \frac{\partial f}{\partial s} \right| \leq EV_n(\varepsilon) = \frac{\varepsilon_1 + \cdots + \varepsilon_n}{B_n}.
\]
Indeed, consider on the discrete cube the function \( g(\varepsilon) = (\varepsilon_1 + \cdots + \varepsilon_n)/B_n \). It has \( \mu \)-mean 1 and a constant modulus of gradient \( |\nabla g(\varepsilon)| = \sigma = \sqrt{n}/B_n \). Hence, by the one-sided deviation inequality (2.5) applied to \( g \),

\[
\mu\{ g - 1 \geq R \} \leq e^{-2R^2/\sigma^2}, \quad R > 0.
\]

Using it with \( R = \frac{\sqrt{2}}{3} \), we arrive at

\[
\mu\left\{ \sup_{t,s} \left| \frac{\partial f_{\varepsilon}}{\partial s} \right| \geq 1 + \frac{\sqrt{2}}{3} \right\} \leq e^{-4B_n^2/(9n)} \leq e^{-B_n^2h^2/(9n)}
\]

(since \( h \leq 2 \)), and similarly

\[
\mu\left\{ \sup_{t,s} \left| \frac{\partial f_{\varepsilon}}{\partial t} \right| \geq 1 + \frac{\sqrt{2}}{3} \right\} \leq e^{-B_n^2h^2/(9n)}.
\]

Also note that by (4.4)–(4.5) and (3.1), since \( f \) represents the \( \mu \)-mean of \( f_{\varepsilon} \)'s,

\[
\sup_{t,s} \left| \frac{\partial f}{\partial t} \right| \leq \int E|S_n(\varepsilon)| d\mu(\varepsilon) \leq 1, \quad \sup_{t,s} \left| \frac{\partial f}{\partial s} \right| \leq \int EV_n(\varepsilon) d\mu(\varepsilon) = 1.
\]

Now, introduce

\[
\Omega_1 = \left\{ \varepsilon \in \{0, 1\}^n: \sup_{t,s} \left| \frac{\partial f_{\varepsilon}}{\partial t} \right|^2 < 1 + \frac{\sqrt{2}}{3}, \quad \sup_{t,s} \left| \frac{\partial f_{\varepsilon}}{\partial s} \right| < 1 + \frac{\sqrt{2}}{3} \right\}.
\]

Then, by (4.8), if \( \varepsilon \in \Omega_0(h) \cap \Omega_1 \), (4.3) implies

\[
|f_{\varepsilon}(t, s) - f(t, s)| \leq (t + s)h + \left( 3 + \frac{\sqrt{2}}{3} + \left( 1 + \frac{\sqrt{2}}{3} \right)^{1/2} \right) ch < (t + s)h + 5ch.
\]

A similar argument works in the case \(-t_N \leq t \leq 0\). So taking, for example, \( c = \frac{1}{5} \), for all \( (t, s) \in [-t_N, t_N] \times [0, s_N] \), we obtain that

\[
|f_{\varepsilon}(t, s) - f(t, s)| \leq (1 + |t| + s)h \quad \text{for } \varepsilon \in \Omega_0(h) \cap \Omega_1.
\]

On the other hand, if \(|t| > t_N \) or \( s > s_N \), then \((1 + |t| + s)h > (1 + [2/h])h > 2\), so inequality (4.9) will be fulfilled automatically. Thus, applying (4.2) and (4.6)–(4.7), we conclude that

\[
\mu\left\{ \sup_{t,s} \frac{|f_{\varepsilon}(t, s) - f(t, s)|}{1 + |t| + |s|} \geq h \right\} \leq 1 - \mu(\Omega_0(h) \cap \Omega_1)
\]

\[
\leq \frac{16}{c^2 h^2} e^{-B_n^2h^2/(9n)} + 2e^{-B_n^2h^2/(9n)}.
\]

Finally, note that \( 16/(c^2 h^2) + 2 = 16 \cdot 25/h^2 + 2 \leq 408/h^2 \), for \( 0 < h \leq 2 \). Thus, Proposition 4.1 follows with \( C = 408 \).
5. Average distributions. Let us start with an infinite sequence \( \{X_n\}_{n \geq 1} \) of random variables satisfying the orthonormality condition (1.1). Here we concentrate on the asymptotic behavior of the average distributions \( F = F_n \) for a growing “dimension” parameter \( n \). Thus, fix a sequence \( p_n \in (0,1) \) and, for each \( n \), equip the discrete cube \( \{0, 1\}^n \) with the product of Bernoullian measures \( \mu_n = \mu_{p_1} \otimes \cdots \otimes \mu_{p_n} \).

Introduce the random variable \( R_n \geq 0 \) by

\[
R_n^2 = \frac{1}{B_n} \sum_{k=1}^{n} p_k X_k^2,
\]

and denote by \( G_n \) the distribution of the two-dimensional random vector

\[
W_n = (R_n Z, R_n^2),
\]

where \( Z \) is an \( N(0,1) \)-random variable independent of all \( X_n \)’s. Note that \( \mathbb{E}R_n^2 = 1 \).

**Proposition 5.1.** We have \( \rho(F_n, G_n) \to 0 \) as \( n \to \infty \), if

(a) \( p_n \to 0 \);

(b) \( B_n \to +\infty \);

(c) \( \max_{1 \leq k \leq n} |X_k| = o(\sqrt{B_n}) \) in probability.

It is obvious that assumption (b) is implied by (c). The latter is defined as

\[
P\left\{ \frac{\max_{1 \leq k \leq n} |X_k|}{\sqrt{B_n}} \leq \lambda \right\} \to 1 \quad \text{for any} \quad \lambda > 0.
\]

**Proof of Proposition 5.1.** Changing the order of integration in the definition of the characteristic function \( f_n \) of \( F_n \), we may write it as \( f_n(t, s) = \mathbb{E} \Pi_n(t, s) \), where

\[
\Pi_n(t, s) = \prod_{k=1}^{n} \left( q_k + p_k e^{i t X_k / \sqrt{B_n} + is X_k^2 / B_n} \right), \quad t, s \in \mathbb{R}, \quad q_k = 1 - p_k.
\]

By conditions (a) and (b), we may assume without loss of generality that \( p_n \leq \frac{1}{2} \) for all \( n \). Fix a point \( (t, s) \). We use log to denote the principal value of the logarithm. By Taylor’s expansion, \( |\log(1 + z) - z| < |z|^2 \) for any complex \( z \) such that \( |z| \leq \frac{1}{2} \). Applying this to \( z = p_k(\exp\{it X_k / \sqrt{B_n} + is X_k^2 / B_n\} - 1) \), we may write

\[
\log \Pi_n(t, s) = \sum_{k=1}^{n} p_k \left( e^{it X_k / \sqrt{B_n} + is X_k^2 / B_n} - 1 \right) + \sum_{k=1}^{n} \theta_k p_k^2 \left| e^{it X_k / \sqrt{B_n} + is X_k^2 / B_n} - 1 \right|^2
\]

with some random complex \( \theta_k \) such that \( |\theta_k| < 1 \).

First let us note that the second sum in (5.3) is becoming small for large \( n \). Using \( |e^{i\alpha} - 1| \leq |\alpha| \) \( (\alpha \in \mathbb{R}) \), we observe that on the set \( \Omega_n = \{ \max_{1 \leq k \leq n} |X_k| / \sqrt{B_n} \leq 1 \} \)

\[
\left| e^{it X_k / \sqrt{B_n} + is X_k^2 / B_n} - 1 \right|^2 \leq (|t| + |s|)^2 \frac{X_k^2}{B_n}.
\]

But the random variables \( \xi_n = B_n^{-1} \sum_{k=1}^{n} \theta_k p_k^2 X_k^2 \) have first absolute moments satisfying

\[
\mathbb{E} |\xi_n| \leq \frac{1}{B_n} \sum_{k=1}^{n} p_k^2 \leq \frac{p_1^2 + \cdots + p_n^2}{p_1 + \cdots + p_n} \to 0 \quad \text{as} \quad n \to \infty,
\]
due to assumptions (a) and (b). Together with (5.2) we conclude that the second sum in (5.3) represents a random variable, say $Y_n$, such that $Y_n \to 0$ in probability as $n \to \infty$.

Now, let us turn to the first sum in (5.3). We will need a strengthened (but still equivalent) version of (5.2), namely, the property that there is a sequence of reals $\lambda_n \downarrow 0$ such that the events

$$
\Omega_n(\lambda_n) = \left\{ \frac{\max_{1 \leq k \leq n} |X_k|}{\sqrt{B_n}} \leq \lambda_n \right\}
$$

have probabilities $\mathbf{P}(\Omega_n(\lambda_n)) \to 1$. On the set $\Omega_n(\lambda_n)$, by Taylor’s expansion, uniformly over all $k \leq n$

$$
e^{itX_k/\sqrt{B_n}+isX_k^2/B_n} = 1 + it \frac{X_k}{\sqrt{B_n}} - \left( \frac{t^2}{2} - is \right) \frac{X_k^2}{B_n} + o(1) \frac{X_k^2}{B_n},
$$

so the first sum in (5.3) simplifies

$$
\frac{it}{\sqrt{B_n}} \sum_{k=1}^{n} p_k X_k - \left( \frac{t^2}{2} - is \right) R_n^2 + o(1) R_n^2.
$$

But by the basic assumption (1.1), the random variables $\eta_n = B_n^{-1/2} \sum_{k=1}^{n} p_k X_k$ have second moments $\mathbf{E} \eta_n^2 = B_n^{-1} \sum_{k=1}^{n} p_k^2 \to 0$, as already mentioned. Hence, the first sum behaves asymptotically like $(-t^2/2 + is) R_n^2$.

Eventually, with probability converging to 1, an identity

$$
\log \Pi_n(t, s) = \left( -\frac{t^2}{2} + is \right) R_n^2 + o_n(t, s)
$$

holds with some random $\alpha_n$ such that $\alpha_n \to 0$. This implies that

$$
f_n(t, s) = \mathbf{E} e^{(-t^2/2 + is) R_n^2 + \alpha_n} = g_n(t, s) \left( 1 + o(1) \right),
$$

where $g_n(t, s) = \mathbf{E} e^{(-t^2/2 + is) R_n^2}$ is just the characteristic function of $W_n$.

This finishes the proof.

Remark 5.1. The statement of Proposition 5.1 holds if we replace in (5.1) the random variable $R_n^2$ with a more canonical expression

$$
\hat{R}_n^2 = \frac{1}{n} \sum_{k=1}^{n} X_k^2.
$$

More precisely, the sequence $p_n$ should possess an additional property

$$
\sum_{k=1}^{n} \left| \frac{p_k}{B_n} - \frac{1}{n} \right| \to 0 \quad \text{as} \quad n \to \infty.
$$

In this case, $\mathbf{E} |\hat{R}_n^2 - R_n^2| \to 0$ as $n \to \infty$, so $\mathbf{E} |\hat{R}_n - R_n| \to 0$ as well. As a result, the distributions of $W_n$ and $\hat{W}_n = (\hat{R}_n Z, \hat{R}_n^2)$ will converge.
Remark 5.2. The convergence \( \rho(F_n, G_n) \to 0 \) is equivalent to the (formally stronger) property that, for any bounded, continuous function \( u = u(x, y) \) on the plane,

\[
\lim_{n \to \infty} \left| \int u \, dF_n - \int u \, dG_n \right| = 0.
\]

This is due to the fact that both sequences \( \{F_n\}_{n \geq 1} \) and \( \{G_n\}_{n \geq 1} \) form precompact families in the space of probability measures on the half-plane \( y \geq 0 \) equipped with the topology of weak convergence. Indeed, they have bounded first moments:

\[
\int \int (|x| + y) \, dF_n(x, y) = \int \int (E|S_n(\varepsilon)| + EV_n(\varepsilon)) \, \mu_n(\varepsilon) \leq 2
\]

(cf. (4.8)), and similarly for \( G_n \),

\[
\int \int (|x| + y) \, dG_n(x, y) = E R_n \, E|Z| + ER_n^2 < 2.
\]

6. Limit behavior along subsequences. At last, we are prepared to prove Theorems 1.1 and 1.2. Keeping the notation of the previous section, introduce the product of Bernoullian measures \( \mu = \mu_{p_1} \otimes \mu_{p_2} \otimes \cdots \) on the infinite dimensional discrete cube \( M = \{0,1\}^\infty \) parametrized by \( p_n \in (0,1) \), \( n \geq 1 \). For infinite sequences \( \varepsilon = (\varepsilon_n)_{n \geq 1} \in M \), we use the notation as before, namely,

\[
S_n(\varepsilon) = \frac{\varepsilon_1 X_1 + \cdots + \varepsilon_n X_n}{\sqrt{B_n}}, \quad V_n(\varepsilon) = \frac{\varepsilon_1 X_1^2 + \cdots + \varepsilon_n X_n^2}{B_n}, \quad T_n(\varepsilon) = \frac{S_n(\varepsilon)}{V_n(\varepsilon)}.
\]

Also recall that

\[
R_n^2 = \frac{1}{B_n} \sum_{k=1}^n p_k X_k^2, \quad B_n = p_1 + \cdots + p_n,
\]

and that \( Z \) denotes a standard normal random variable independent of \( R_n \). First we derive a more general theorem.

**Theorem 6.1.** Assume that

(a) \( p_n \to 0 \) as \( n \to \infty \);

(b) for any \( h > 0 \), the series \( \sum_{n=1}^\infty e^{-B_n^2 h^2/n} \) is convergent;

(c) \( \max_{1 \leq k \leq n} |X_k| = o(\sqrt{B_n}) \) in probability.

Then, for \( \mu \)-almost all \( \varepsilon \in M \), the two-dimensional distributions of random vectors \( (S_n(\varepsilon), V_n(\varepsilon)) \) and \( (R_n Z, R_n^2) \) are convergent in the sense of the weak topology.

Condition (b) strengthens the assumption \( B_n \to \infty \) of Proposition 5.1.

As an application, we have (taking into account Remark 5.2) the following corollary.

**Corollary 6.1.** Assuming conditions (a)–(c) of Theorem 6.1, we have the following for \( \mu \)-almost all \( \varepsilon \in M \):

1. If \( R_n \to 1 \) in probability as \( n \to \infty \), then \( S_n(\varepsilon) \Rightarrow N(0,1) \);

2. if \( \limsup_{n \to \infty} P\{R_n < h\} \to 0 \) as \( h \downarrow 0 \), then \( T_n(\varepsilon) \Rightarrow N(0,1) \).

Note that the assumption of statement (2) is much weaker than that of statement (1).

**Proof of Theorem 6.1.** Given \( \varepsilon \in M \), denote by \( U_n(\varepsilon) \) its projection \( (\varepsilon_1, \ldots, \varepsilon_n) \) onto \( \{0,1\}^n \). Clearly, \( U_n(\varepsilon) \) has distribution \( \mu_n = \mu_{p_1} \otimes \cdots \otimes \mu_{p_n} \), and the random vector \( (S_n(\varepsilon), V_n(\varepsilon)) \) has distribution \( F_{U_n(\varepsilon)} \), according to previous notation.
In view of Proposition 5.1, we need to show that \( \rho(F_{U_n(x)}, F_n) \to 0 \) for \( \mu \)-almost all \( x \). Fix a number \( h > 0 \). By Proposition 4.1 and assumption (b),

\[
\sum_{n=1}^{\infty} \mu \{ \rho(F_{U_n(x)}, F_n) \geq h \} = \sum_{n=1}^{\infty} \mu_n \{ \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) : \rho(F_\varepsilon, F_n) \geq h \} \leq \sum_{n=1}^{\infty} \frac{C}{n^2} e^{-B_n^2 h^2 / n} < +\infty.
\]

Therefore, by the Borel–Cantelli lemma, for \( \mu \)-almost all \( \varepsilon \in M \), we obtain that \( \rho(F_{U_n(x)}, F_n) < h \), for all sufficiently large \( n \). So,

\[
\mu \left\{ \limsup_{n \to \infty} \rho(F_{U_n(x)}, F_n) \leq h \right\} = 1.
\]

Letting \( h \) tend to zero finishes the proof.

**Proof of Corollary 6.1.** To deduce statement (2), we need to make sure, as is discussed in Remark 5.2, that for \( \mu \)-almost all \( \varepsilon \in M \), the sequence of distributions \( \{F_{U_n(x)}\}_{n \geq 1} \) forms a precompact family in the space of probability measures on the half-plane \( y \geq 0 \). Indeed, for the first moments we have

\[
\int \int (|x| + y) dF_{U_n(x)}(x, y) = \int \int (E[S_n(x)] + EV_n(x)) d\mu_n(x)
\]

which is bounded in \( n \) with \( \mu \)-probability 1, by the strong law of large numbers. Hence, for any bounded, continuous function \( u = u(x, y) \), we have for \( \mu \)-almost all \( x \),

\[
(6.1) \quad \lim_{n \to \infty} \left| E_u(S_n(x), V_n(x)) - E_u(R_n Z, R_n^2) \right| = 0.
\]

The assumption in statement (2) implies that \( \limsup_{n \to \infty} P \{ V_n(x) < h \} \to 0 \) as \( h \downarrow 0 \). Hence, we may apply (6.1) to functions of the form \( u(x, y) = v(x/\sqrt{y}) \), which gives \( E u(U_n(x)) \to E u(Z) \) as \( n \to \infty \). Thus Corollary 6.1 follows.

Now, let us focus on specific choices of product measures \( \mu \) on \( M \), that is, of sequences \( \rho \), which make assumptions on \( X_n \) as weak as possible. For example, since \( B_n \leq n \), one can try to weaken assumption (c) of Theorem 6.1 to

\[
(6.2) \quad \max_{1 \leq k \leq n} |X_k| = o(\sqrt{n}) \quad \text{in probability as } n \to \infty.
\]

Note that the basic hypothesis (1.1) or, more precisely, the assumption \( E X_n^2 = 1 \), implies only \( \max_{1 \leq k \leq n} |X_k| = O(\sqrt{n}) \) so that (6.2) represents a mild strengthening. On the other hand, (6.2) is already fulfilled under a mild moment assumption such as

\[
(6.3) \quad \sup_n E \Psi(X_n^2) < +\infty,
\]

where \( \Psi(x) \) is a nonnegative increasing function in \( x \geq 0 \) such that \( \Psi(x)/x \to +\infty \) as \( x \to +\infty \). Indeed, by Chebyshev’s inequality, for any \( \lambda > 0 \), we would get

\[
P \left\{ \frac{\max_{1 \leq k \leq n} |X_k|}{\sqrt{n}} \geq \lambda \right\} \leq \frac{E \Psi(\max_{1 \leq k \leq n} |X_k|^2)}{\Psi(\lambda^2 n)} \leq \frac{E \Psi(X_1^2) + \cdots + E \Psi(X_n^2)}{\Psi(\lambda^2 n)} \to 0.
\]
The existence of such a function \( \Psi \) is equivalent to the property of the sequence \( \{X_n^2\} \) to be uniformly integrable in the Lebesgue space \( L^1(\Omega, \mathcal{F}, P) \). In that case, \( \Psi \) can be chosen to be convex; cf., e.g., [14].

**Theorem 6.2.** If (6.2) is fulfilled, then for some product probability measure \( \mu \) on \( M = \{0, 1\}^\infty \), the distributions of \((S_n(\varepsilon), V_n(\varepsilon))\) and \((R_{n,z}, R_n)\) converge for \( \mu \)-almost all \( \varepsilon \) in \( M \).

The proof is based on Theorem 6.1 and the following simple observation, which is needed for the proof of Theorems 1.1 and 1.2 as well.

**Lemma 6.1.** Given a sequence of positive reals \( (A_n)_{n \geq 1} \) such that \( A_n = o(n) \) as \( n \to \infty \), one can find a sequence \( (p_n)_{n \geq 1} \) with the following properties:

1. \( 0 < p_n < 1; \)
2. \( p_n \) is nonincreasing;
3. \( p_n \to 0 \) as \( n \to \infty; \)
4. \( p_{\lceil \sqrt{n} \rceil} \sim p_n \) as \( n \to \infty; \)
5. \( \sum_{n=1}^{\infty} e^{-\frac{B_n^2}{n}} < \infty \) for all \( h > 0 \), where \( B_n = p_1 + \cdots + p_n; \)
6. \( \sum_{k=1}^{n} |p_k/B_n - 1/n| \to 0 \) as \( n \to \infty; \)
7. \( B_n \geq A_n \) for all \( n \) large enough.

Here \( \lceil \sqrt{n} \rceil \) denotes the integer part of \( \sqrt{n} \) and \( \sim \) denotes the equivalence of sequences. Thus, property (4) means that \( p_n \) is varying very slowly. Together with other properties, it actually implies property (6), appearing in Remark 5.1; cf. (5.4).

Indeed, write

\[
\sum_{k=1}^{n} \left| \frac{p_k}{B_n} - \frac{1}{n} \right| = \sum_{1 \leq k < \sqrt{n}} \left( \frac{p_k}{B_n} - \frac{1}{n} \right) + 2 \sum_{\sqrt{n} \leq k \leq n} \left( \frac{p_k}{B_n} - \frac{1}{n} \right) \\
\leq 2 \sum_{k < \sqrt{n}} \frac{p_k}{B_n} + 2n \left( \frac{p_{\lceil \sqrt{n} \rceil}}{B_n} - \frac{1}{n} \right) + 2 \sqrt{n} B_n + 2 \left( \frac{n p_{\lceil \sqrt{n} \rceil}}{B_n} - 1 \right),
\]

where we used notation \( a^+ = \max\{a, 0\} \) and where we applied properties (1) and (2) to justify the last inequality. Now, by property (5), \( \sqrt{n}/B_n \to 0 \) as \( n \to \infty \). Finally, in terms of \( c_n = p_{\lceil \sqrt{n} \rceil}/p_n \), since \( n p_n \leq B_n \), we obtain that

\[
\left( \frac{n p_{\lceil \sqrt{n} \rceil}}{B_n} - 1 \right)^+ = \left( \frac{c_n n p_n}{B_n} - 1 \right)^+ \leq c_n - 1 \to 0.
\]

**Proof of Lemma 6.4.** The last requirement, (7), may be weakened to \( A_n = O(B_n) \), since one can always start with a sequence \( A'_n \) such that \( A'_n = o(n) \) and \( A_n = o(A'_n) \).

Put \( \alpha_n = \max_{k \geq 1} A'_k/k. \) Since this sequence is not increasing, it majorizes \( A_n/n \) and satisfies \( \alpha_n \downarrow 0 \) as \( n \to \infty \). Hence, the sequence \( \beta_n = (\alpha_1 + \cdots + \alpha_n)/n \) also majorizes \( A_n/n \) and converges to zero. Let \( A'_n = \beta_n n = \alpha_1 + \cdots + \alpha_n \) so that \( A'_n \geq A_n, A'_n = o(n) \), and \( A'_n + A'_n - A'_n \downarrow 0 \) as \( n \to \infty \). Given \( c > 0 \), define

\[
B'_n = c(A'_n + n^{3/4}), \quad n \geq 1.
\]

This sequence is strictly increasing, and again we have \( B'_n \geq A_n, B'_n = o(n) \), \( B'_{n+1} - B'_n \downarrow 0 \) as \( n \to \infty \) (since the increments \( (n+1)^{3/4} - n^{3/4} \) decrease as well). Moreover, the constant \( c \) can be chosen to satisfy \( p'_n \equiv B'_{n+1} - B'_n < 1 \) for all \( n \geq 1 \).

The sequence \( p'_n \) meets all the requirements of the lemma except perhaps property (4) (and therefore (6)), and with property (7) replaced by \( B'_n \geq cA_n \). Hence, it
remains to modify \( p'_n \) to make it vary slowly. For this purpose, introduce the sequence 
\( r'_n \geq 0 \) through 
\( R'_n = -\log p'_n = r'_1 + \cdots + r'_n \) and define 
\( \Delta'_k = r'_{2k-1} + \cdots + r'_{2k-1} \).
Then 
\( \sum_{k=1}^\infty \Delta'_k = \lim_{k \to \infty} R'_{2k-1} = +\infty \). Therefore, one can choose a sequence \( \Delta_k \)
with the following properties:

(a) \( 0 \leq \Delta_k \leq \Delta_k' \);
(b) \( \Delta_k \to 0 \) as \( k \to \infty \);
(c) \( \sum_{k=1}^\infty \Delta_k = +\infty \).

Moreover, by the first property, for each \( k \geq 1 \), one can choose nonnegative real numbers 
\( r_{2k-1} \leq r'_{2k-1}, \ldots, r_{2k-1} \leq r'_{2k-1} \) such that 
\( r_{2k-1} + \cdots + r_{2k-1} = \Delta_k \). Finally, 
put 
\( R_n = r_1 + \cdots + r_n \) and \( p_n = e^{-R_n} \). It follows that 
\( 0 < p'_n \leq p_n < 1, \ (p_n)_{n \geq 1} \)
is nonincreasing, and 
\( B_n = p_1 + \cdots + p_n \geq p'_1 + \cdots + p'_n = B'_n \geq cA_n \). Hence, 
properties (1), (2), (5) and the weakened version of property (7) are fulfilled automatically.
Moreover, property (3) is also satisfied, since by monotonicity and property (c), 
\( p_{2k-1} = e^{-(\Delta_1 + \cdots + \Delta_k)} \to 0 \) as \( k \to \infty \). Finally, 
\( (p_{2k-1})/p_{2k-1} = e^{-\Delta_k} \to 1 \) by property (b), which implies 
\( p_{k(\log n)}/p_n \to 1 \) as \( n \to \infty \). This is stronger than property (4), so Lemma 6.1 is proved.

Proof of Theorem 6.2. Condition (6.2) can formally be strengthened as
\[
\max_{1 \leq k \leq n} |X_k| = o(\lambda_n \sqrt{n}) \text{ in probability as } n \to \infty,
\]
for some \( \lambda_n \to 0 \). Put
\[
A_n = \lambda_n^2 n
\]
so that \( A_n = o(n) \). Let us recall how one can choose \( A_n \), i.e., \( \lambda_n \) in (6.4). For any sequence of random variables \( \xi_n \geq 0 \), the convergence \( \xi_n \to 0 \) in probability as \( n \to \infty \) is equivalent to 
\( \mathbf{E} L(\xi_n) \to 0 \), where
\[
L(x) = \frac{x}{1+x}, \quad x \geq 0.
\]
This function is concave, positive for \( x > 0 \), and satisfies \( L(0) = 0, 0 \leq L < 1 \).
In particular, the inequality \( L(x/\lambda) \leq \lambda^{-1} L(x) \) holds for all \( x \geq 0 \) and \( \lambda \in (0,1] \).
Moreover, if \( \mathbf{E} \xi_n > 0 \), the sequence \( \lambda_n = (\mathbf{E} L(\xi_n))^{1/2} \) satisfies the properties \( 0 < \lambda_n < 1, \lambda_n \to 0 \), and \( \mathbf{E} L(\xi_n/\lambda_n) \leq \lambda_n \). Thus, in the case \( \xi_n = M_n/n, M_n = \max_{1 \leq k \leq n} |X_k|^2 \), one can take 
\( A_n = \lambda_n^2 n \) with
\[
\lambda_n^2 = \left( \frac{\mathbf{E} L \left( \frac{M_n}{n} \right) }{n} \right)^{1/2}.
\]
Picking a sequence \( p_n \) from Lemma 6.1, all the conditions of Theorem 6.1 will be fulfilled, and thus the conclusion follows.

Taking into account Remark 5.1, from Lemma 6.1 and Theorem 6.2 we obtain immediately the assertions of Theorems 1.1 and 1.2 in a stronger “almost surely” form similarly to statements (1)–(2) of Corollary 6.1 (now with \( R_n \) replaced by \( R_n \)). It remains to prove the refining property (1.4).

Theorem 6.3. Given a sequence \( \{j_n\}_{n \geq 1} \) such that \( \lim_{n \to \infty} j_n/n \to +\infty \), a sequence \( \{i_n\}_{n \geq 1} \) in Theorems 1.1 and 1.2 can be chosen to satisfy \( i_n \leq j_n \) for all \( n \) large enough.

Proof. Let \( \mu = \mu_p \otimes \mu_{\xi_2} \otimes \cdots \) be product of Bernoulli measures on \( M = \{0,1\}^\infty \) constructed for a sequence \( p_n \) from Lemma 6.1 with \( A_n \) defined in (6.5) and (6.6). In
the conditions of Theorems 1.1 and 1.2, we have proved the weak convergence

\[ S_n(\varepsilon) \Rightarrow N(0, 1), \quad T_n(\varepsilon) \Rightarrow N(0, 1) \]

for \( \mu \)-almost all \( \varepsilon = (\varepsilon_n)_{n \geq 1} \) in \( M \). Thus, such an \( \varepsilon \) exists, but we need to choose a 0–1-sequence satisfying (1.4). Note that since \( B_n = p_1 + \cdots + p_n \to +\infty \), for \( \mu \)-almost \( \varepsilon \), we have, by the strong law of large numbers,

\[ \frac{\varepsilon_1 + \cdots + \varepsilon_n}{B_n} \to 1. \tag{6.7} \]

Thus, \( S_n(\varepsilon) \) may be replaced with \( S_n \), introduced in section 1, for the increasing sequence of indices

\[ i_k = \min\{n \geq 1: \varepsilon_1 + \cdots + \varepsilon_n = k\}, \quad k \geq 1. \]

Hence, by (6.7), for all sufficiently large \( k \), we have \( k = \varepsilon_1 + \cdots + \varepsilon_{i_k} \geq B_{i_k}/2 \), that is, \( B_{i_k} \leq 2k \). Recall that in Lemma 6.1 the sequence \( B_n \) may be chosen to majorize any prescribed \( A_n \) such that \( A_n = o(n) \). Therefore, with \( \mu \)-probability 1, we also have \( A_n \leq 2k \) for all sufficiently large \( k \). Let us start with an increasing, continuous function \( A = A(x) \) of \( x \geq 0 \) such that \( A(0) = 0 \), \( A(x)/x \to 0 \) as \( x \to +\infty \), with inverse function \( A^{-1} \). Put \( A_i = A(i) \) and solve \( A_{i_k} \leq 2k \) as \( i_k \leq A^{-1}(2k) \). Finally, the inequality \( 2k \leq A(j_k) \) holds by an appropriate choice of the function \( A \).
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