Tutorial Info:

- **Website:** http://ms.mcmaster.ca/~dedieula.
- **Math Help Centre:** Wednesdays 2:30-5:30pm.
- **Email:** dedieula@math.mcmaster.ca.
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and suppose

\[ x = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \]

is an eigenvector of \( A \). What must the eigenvalue \( \lambda \) corresponding to \( x \) be?
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5.) Find all eigenvalues and eigenvectors of $A^{10}$, if

$$A = \begin{pmatrix} 8 & 9 \\ -6 & -7 \end{pmatrix}.$$