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1. Automorphy condition, Fourier expansion, cuspforms

An elliptic (holomorphic) modular form of level one and weight $2k$ is a holomorphic function $f$ on the upper half-plane $\mathcal{H}$ meeting the automorphy condition

$$f(\gamma z) = (cz+d)^{2k} \cdot f(z) \quad \text{(for } z \in \mathcal{H} \text{ and } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}))$$

with $\gamma z = \frac{az+b}{cz+d}$, and meeting the growth condition that it is bounded on the closure of the standard fundamental domain

$$F = \{z \in \mathcal{H} : |z| > 1, |\text{Re}(z)| < \frac{1}{2}\}$$

The function

$$j : SL_2(\mathbb{Z}) \times \mathcal{H} \to \mathbb{C}^\times \quad \text{by} \quad j\left(\begin{pmatrix} a & b \\ c & d \end{pmatrix}, z\right) \mapsto cz+d$$

is the cocycle. When context makes the details clear, the modifier elliptic is often dropped. \[1\]

$$f|_{2k} \gamma \quad = \quad f(\gamma z) \cdot (cz+d)^{-2k} \quad \text{(with } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix})$$

for arbitrary complex-valued functions $f$ on $\mathcal{H}$, allowing the automorphy condition to be rewritten as

$$f|_{2k} \gamma \quad = \quad f \quad \text{(for all } \gamma \in SL_2(\mathbb{Z}))$$

\[1.0.1\] Note: The holomorphic modular forms of weight $2k$ for $SL_2(\mathbb{Z})$ form a complex vector space under value-wise sums. Also, the product of a weight $2k$ form and a weight $2k'$ form gives a weight $2k + 2k'$ form.

\[1.0.2\] Remark: The modifier elliptic modular refers to the fact that the function is on $\mathcal{H}$, as opposed to some other homogeneous space, and is holomorphic, as opposed to meeting some other local analytic condition. Level one refers to the automorphy requirement for all $\gamma \in SL_2(\mathbb{Z})$ rather than some smaller or different subgroup of $SL_2(\mathbb{R})$.

\[1\] Traditional terminology is that $f \to f|_{2k} \gamma$ is the slash operator, although this name fails to suggest any meaning other than reference to the notation itself. In fact, obviously $f(z) \to f(\gamma z)(cz+d)^{-2k}$ is a left translation operator, albeit complicated by the automorphy factor. That is, this is a right action of $SL_2(\mathbb{Z})$ on functions on $\mathcal{H}$, while the group action of $SL_2(\mathbb{Z})$ on $\mathcal{H}$ is written on the left.
[1.0.3] Remark: Boundedness in the closure of the fundamental domain does not imply boundedness on \( \mathfrak{H} \), because modular forms are not quite invariant under \( SL_2(\mathbb{Z}) \), but only almost invariant, with the cocycle making things more complicated.

[1.1] Fourier expansions The upper-triangular element \( \gamma = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) ∈ \( SL_2(\mathbb{Z}) \) sends \( z \to z + 1 \), and \( j(\gamma, z) = 1 \), so a level-one modular form \( f \) has the property
\[
 f(z + 1) = f(\gamma z) = j(\gamma, z)^{2k} \cdot f(z) = 1^{2k} \cdot f(z) = f(z)
\]
That is, modular forms are periodic in \( x = \text{Re}(z) \), with period 1. Thus, as functions of \( z \), modular forms have Fourier expansions in \( x \), with coefficients depending on \( y = \text{Im}(z) \):
\[
 f(x + iy) = \sum_{n \in \mathbb{Z}} c_n(y) e^{2\pi i nx}
\]
Since \( f \) is holomorphic, it satisfies the Cauchy-Riemann equation
\[
 \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right) f(x + iy) = 0
\]
Differentiating term-wise,
\[
 0 = \sum_{n \in \mathbb{Z}} \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right) \left( c_n(y) e^{2\pi i nx} \right) = \sum_{n \in \mathbb{Z}} \left( 2\pi i c_n(y) e^{2\pi i nx} + i c'_n(y) e^{2\pi i nx} \right)
\]
By uniqueness of Fourier expansions,
\[
 2\pi i c_n(y) + i c'_n(y) = 0 \quad \text{(for all } n \in \mathbb{Z})
\]
This is a linear, constant-coefficient differential equation for \( c_n(y) \):
\[
 c'_n(y) + 2\pi i c_n(y) = 0
\]
Thus,
\[
 c_n(y) = \text{constant} \times e^{-2\pi ny}
\]
and the Fourier expansion of a (holomorphic) modular form is of the form
\[
 f(z) = \sum_{n \in \mathbb{Z}} c_n e^{2\pi i nz} \quad \text{(constants } c_n \in \mathbb{C})
\]

[1.1.1] Remark: Fourier expansions of modular forms are sometimes called \( q \)-expansions, with \( q = e^{2\pi iz} \).

[1.2] Fourier expansions and growth condition
Use the standard notation
\[
 A_n \ll B_n
\]
for the assertion that \( |A_n| \leq C \cdot B_n \) for some constant \( C \).

[1.2.1] Proposition: A modular form \( f(z) = \sum_{n \in \mathbb{Z}} c_n e^{2\pi i nz} \) has \( c_n = 0 \) for \( n < 0 \), and \( |c_n| \ll e^{2\pi n} \) for \( n \geq 0 \), with implied constant depending on \( f \).
Proof: Let $|f(z)| \leq C$ for $z$ in the fundamental domain. Then the usual expression for the $n^{th}$ Fourier component gives

$$|c_n|e^{-2ny} = \int_{-\frac{1}{2}}^{\frac{1}{2}} e^{-2\pi i nx} f(x + iy) \, dx \leq \int_{-\frac{1}{2}}^{\frac{1}{2}} |e^{-2\pi i nx} f(x + iy)| \, dx \leq \int_{-\frac{1}{2}}^{\frac{1}{2}} 1 \cdot C \, dx \leq C$$

That is,

$$|c_n| \leq e^{2ny} \cdot C$$

As $y \to +\infty$ with $z \in F$, we find $c_n = 0$ for $n < 0$. For $n \geq 0$, taking $y = 1$ gives the estimate. ///

[1.2.2] Remark: The estimate $|c_n| \ll e^{2\pi n}$ is very bad, but useful in preliminaries.

[1.3] Cuspforms A modular form with $0^{th}$ Fourier coefficient 0 is a cuspform.

This innocent cuspform condition, beyond holomorphy, automorphy, and the growth condition, has important ramifications later.

[1.3.1] Theorem: (Hecke) A weight $2k$ holomorphic cuspform $f$ has exponential decay

$$|f(x + iy)| \ll_f e^{-2\pi y} \quad \text{(as $y \to +\infty$)}$$

with implied constant depending on $f$. The Fourier coefficients $c_n$ of $f$ satisfy

$$|c_n| \ll n^k$$

Proof: Using the preliminary bound $|c_n| \ll e^{2ny}$ from above,

$$|f(z)| \ll \sum_{n \geq 1} e^{2\pi n} e^{-2ny} = \sum_{n \geq 1} e^{-2\pi n(y-1)} = \frac{e^{-2\pi(y-1)}}{1 - e^{-2\pi(y-1)}}$$

by summing the geometric series, giving the exponential decay. Since

$$\text{Im}((a \quad b) (c \quad d) z) = \frac{\text{Im}(z)}{|cz + d|^2}$$

the function $y^k \cdot |f(z)|$ is $SL_2(\mathbb{Z})$-invariant, rather than merely satisfying the automorphy condition. Due to the exponential decay in the fundamental domain, $y^k \cdot |f(z)|$ is surely bounded in the fundamental domain. By $SL_2(\mathbb{Z})$-invariance, $y^k \cdot |f(z)|$ is bounded on $\mathfrak{H}$.

For any $y > 0$,

$$|c_n \cdot e^{-2ny}| \leq \int_{-\frac{1}{2}}^{\frac{1}{2}} |e^{-2\pi i nx} f(x + iy)| \, dx \ll_f y^{-k}$$

That is, $|c_n| \ll_f y^{-k} e^{2\pi ny}$. The bounding expression blows up as $y \to 0^+$ and as $y \to +\infty$, but we can find its minimum: solve

$$0 = \frac{\partial}{\partial y} \left( y^{-k} e^{2\pi ny} \right) = -ky^{-k-1} e^{2\pi ny} + 2\pi ny^{-k} e^{2\pi ny} = (-k + 2\pi ny) y^{-k-1} e^{2\pi ny}$$

The minimizing $y = k/2\pi n$ gives

$$|c_n| \ll \left( \frac{k}{2\pi n} \right)^{-k} \cdot e^{2\pi n} \cdot \frac{k}{2\pi n} = n^k \cdot \left( \frac{2\pi e}{k} \right)^k$$

giving the asserted bound. ///

[1.3.2] Remark: [Hecke 1937]'s bound given above was improved by [Rankin 1939] and [Selberg 1940]. [Ramamujan 1916]'s and [Petersson 1930]'s conjecture that $|c_p| \leq 2p^{k-\frac{1}{2}}$ for prime $p$ and weight $2k$ cuspforms, was proven by [Deligne 1974] as application of his completion of proof of the Weil conjectures.
2. **Explicit example: holomorphic Eisenstein series**

One normalization of (holomorphic) Eisenstein series is

\[
E_{2k}(z) = \frac{1}{2} \sum_{\text{coprime } c,d} \frac{1}{(cz + d)^{2k}}
\]

Legitimate analogues of an integral test show that this is absolutely convergent, and uniformly so for \(z\) in compacts, for \(2k \geq 4\). Thus, \(E_{2k}\) is holomorphic. \(^2\)

**[2.0.1] Remark:** Unless \(2k\) is an integer, there are serious problems with the definition of the \(2k^{th}\) powers. When \(2k \geq 3\) is an odd integer, the pairs \((c,d)\) and \((-c,-d)\) produce terms that cancel each other, and the expression is identically 0.

As earlier, direct computation shows that

\[
E_{2k}(\gamma z) = (cz + d)^{2k}E_{2k}(z)
\]

(with \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\)).

Namely, with

\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} \ast & \ast \\ Ca + Dc & Cb + Dd \end{pmatrix}
\]

Thus, \((C,D) \rightarrow (Ca + Dc,Cb + Dd)\) is a bijection on the set of coprime integers, and we have \((cz + d)^{2k}E_{2k}(z)\). \(^3\)

The leading fraction and the coprimality condition are elementary shadows of a more meaningful expression,

\[
E_{2k}(z) = \sum_{\gamma \in \Gamma_\infty \setminus \Gamma} \frac{1}{(cz + d)^{2k}}
\]

(with \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\)).

---

\(^2\) An infinite sum \(\sum_{n \geq 1} f_n\) of holomorphic functions, if uniformly absolutely convergent on compacts, is again holomorphic. This follows from Morera’s theorem, that a function \(f\) is holomorphic if its integrals over small triangles are 0. Namely, any given triangular path \(\gamma\) traces out a compact set, so, given \(\varepsilon > 0\), there is \(N\) such that \(\sum_{n \geq N} |f_n(z)| < \varepsilon\) for all \(z\) on \(\gamma\), and the integral of this tail over \(\gamma\) is at most \(\varepsilon\) times the length of \(\gamma\). Since the finite sum \(\sum_{n \leq N} f_n\) is holomorphic, its integral over \(\gamma\) is 0. Thus, the integral over every triangle is smaller than every positive real, so is 0.

\(^3\) The same computation demonstrates the **cocycle relation** \(j(gh, z) = j(g, hz)j(h, z)\) for \(g, h \in SL_2(\mathbb{R})\) and \(z \in \mathbb{H}\). This certifies that the action \(f \rightarrow f|_{2k}\gamma\) has the **associativity**

\[
(f|_{2k}\gamma)|_{2k}\delta = f|_{2k}(\gamma\delta)
\]

necessary for this to be a legitimate **right** action.
where $\Gamma = SL_2(\mathbb{Z})$, $\Gamma_\infty = \{ (\ast \ast | 0 \ast) \in \Gamma \}$. Indeed, for integers $c, d$ to be the lower row of an element $\gamma \in \Gamma$, necessarily $c, d$ are coprime. With even integer $2k$, changing $c, d$ for $-c, -d$ does not change $(cz + d)^{2k}$. And, given

$$ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} a' & b' \\ c & d \end{pmatrix}^{-1} = \begin{pmatrix} a' & b' \\ c & d \end{pmatrix} \begin{pmatrix} d & -b \\ -c & a \end{pmatrix} = \begin{pmatrix} * & * \\ cd & dc \end{pmatrix} \in \Gamma_\infty $$

proving the bijection.

So $E_{2k}(z)$ satisfies the automorphy condition.

Thus, $E_{2k}(z)$ meets the holomorphy condition and the automorphy condition. Demonstration that it is bounded in the closure of the standard fundamental domain would complete proof that it is an elliptic modular form.

This demonstration is postponed till after computation of the Fourier coefficients of holomorphic Eisenstein series below.

### 3. Divisor/dimension formula, applications

A useful relation on the orders of vanishing of an elliptic modular form $f$ of weight $2k$ for $SL_2(\mathbb{Z})$ is produced via the argument principle, by path-integration of $f'(z)/f(z)$ around the boundary of a height-$T$ truncation $F_T = \{ |z| \geq 1, |\text{Re}(z)| \leq \frac{1}{2}, \text{Im}(z) \leq T \}$ of the standard fundamental domain $F$.

The divisor of a function is the set of its zeros, counting order-of-vanishing, that is, counting multiplicities.\footnote{Less usually, the order of vanishing at $i\infty$, $\nu_f(i\infty)$, of $f(z) = \sum_n c_n e^{2\pi inz}$ is the smallest $n_o$ such that $c_n = 0$ for $n < n_o$. Still, this is consistent with the usual notion by viewing the Fourier expansion as a power series in $q = e^{2\pi iz}$.}

The first cuspform\footnote{As usual in complex analysis, at a point $z_0 \in \mathcal{H}$, the order of vanishing $\nu_f(z_0)$ of a holomorphic function $f$ is the smallest $n_o$ so that the $n_o^{th}$ power series coefficient of $f$ at $z_0$ is non-zero. That is, with

$$ f(z) = \sum_{n=0}^{\infty} c_n (z - z_0)^n $$

the order (of vanishing) of $f$ at $z_0$ is the smallest $n_o$ such that $c_{n_o} \neq 0$.} A small further preparation: Ramanujan’s $\Delta(z)$-function is a non-zero constant multiple of $E_4^3 - E_6^2$, which the proof of the following shows to be not identically zero. The choice of the
multiplying constant is usually to make $\Delta(z)$ have Fourier expansion (with vanishing 0th Fourier coefficient, and) 1st Fourier coefficient 1:

$$\Delta(z) = 1 \cdot e^{2\pi i z} + \sum_{n \geq 2} \tau(n) e^{2\pi i n z}$$

The higher Fourier coefficients are sometimes denoted $\tau(n)$ for reasons of tradition. When we compute the Fourier coefficients of $E_{2k}$, we will see that they are of the form

$$E_{2k}(z) = 1 \cdot e^{2\pi i \cdot 0 \cdot z} + \sum_{n \geq 1} c_n e^{2\pi i n z}$$

Granting this, since there are no negative-index Fourier components,

$$E_4(z)^3 - E_6(z)^2 = (1 + \text{higher})^3 - (1 + \text{higher})^2 = (1 + \text{higher}) - (1 + \text{higher})$$

Thus, granting this feature of the Fourier expansion of Eisenstein series, the constant multiple $\Delta(z)$ of $E_4(z)^3 - E_6(z)^2$ is indeed a cuspform.

[3.1.1] Corollary: The spaces $M_{2k}$ of modular forms of weight $2k$ for $SL_2(\mathbb{Z})$ are $\{0\}$ for $2k < 0$ or $2k$ an odd integer. In small non-negative weights: $M_0 = \mathbb{C}$ and $M_2 = \{0\}$, while for even integer weights $2k \geq 4$,

$$M_{2k} = \mathbb{C} \cdot E_{2k} \oplus \Delta \cdot M_{2k-12}$$

That is, for weights up through 22,

$$\begin{align*}
M_0 &= \mathbb{C} \\
M_2 &= \{0\} \\
M_4 &= \mathbb{C} \cdot E_4 \\
M_6 &= \mathbb{C} \cdot E_6 \\
M_8 &= \mathbb{C} \cdot E_8 \\
M_{10} &= \mathbb{C} \cdot E_{10} \\
M_{12} &= \mathbb{C} \cdot E_{12} \oplus \mathbb{C} \cdot \Delta \\
M_{14} &= \mathbb{C} \cdot E_{14} \\
M_{16} &= \mathbb{C} \cdot E_{16} \oplus \mathbb{C} \cdot \Delta E_4 \\
M_{18} &= \mathbb{C} \cdot E_{18} \oplus \mathbb{C} \cdot \Delta E_6 \\
M_{20} &= \mathbb{C} \cdot E_{20} \oplus \mathbb{C} \cdot \Delta E_8 \\
M_{22} &= \mathbb{C} \cdot E_{22} \oplus \mathbb{C} \cdot \Delta E_{10}
\end{align*}$$

Proof: For odd integers $2k$ (momentarily resisting the suggestion of the notation that it’s an even integer), and $f \in M_{2k}$,

$$f(z) = f \left( \frac{-z + 0}{0 \cdot z - 1} \right) = f \left( \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} z \right) = (0 \cdot z - 1)^{2k} \cdot f(z) = (-1) \cdot f(z)$$

so $f(z) = 0$.

For even integer $2k$, the point is that, for small non-negative even integers $2k$, it is not easy to meet the condition

$$\frac{n_i}{2} + \frac{n_p}{3} + n_{i \infty} + \sum_{\text{other } z} n_z = \frac{2k}{12}$$

with non-negative integers $n_*$. 


To begin the more serious discussion, for $2k = 0$, all orders of vanishing must be 0, since they are non-negative integers. Constants are obviously in $M_0$. The trick is that, for a holomorphic modular form $f$ of weight 0, $f(z) - f(z_o)$ vanishes at $z_o$ for every $z_o \in \mathcal{H}$. Thus, $f(z)$ is identically equal to $f(z_o)$, that is, is constant.

For $2k = 2$, there is no collection of orders of vanishing combining to give the required $2k/12 = 1/6$, so $M_2 = \{0\}$.

For $2k = 4$, on one hand, the only way to get $4/12 = 1/3$ is

$$
\begin{align*}
\text{at } i & \quad \frac{1}{2} + \frac{0}{3} + 0 \quad + \sum_{\text{other } z} 0 = \frac{4}{12} \\
\text{at } \rho & \quad \frac{1}{2} \quad + \frac{0}{3} + \sum_{i \infty} 0
\end{align*}
$$

On the other hand, we are granting ourselves that the holomorphic Eisenstein series $E_4$ is in $M_4$, so evidently $E_4(\rho) = 0$, and the vanishing is just first-order. Given $f \in M_4$, take $z_o \in \mathcal{H}$ not in the $\Gamma$-orbit of $\rho$, and consider

$$
f_2 = f - \frac{f(z_o)}{E_4(z_o)} \cdot E_4
$$

By design, $f_2$ vanishes at $z_o$:

$$
f_2(z_o) = f(z_o) - \frac{f(z_o)}{E_4(z_o)} \cdot E_4(z_o) = 0
$$

Such vanishing can occur only for $f_2$ identically zero, so $f$ is a constant multiple of $E_4$.

Similarly, for $2k = 6, 8, 10$, there is only one way to satisfy the divisor relation:

$$
\begin{align*}
\text{at } i & \quad \frac{1}{2} + \frac{0}{3} + 0 \quad + \sum_{\text{other } z} 0 = \frac{6}{12} \\
\text{at } \rho & \quad \frac{0}{2} \quad + \frac{2}{3} + \sum_{i \infty} 0
\end{align*}
$$

$$
\begin{align*}
\text{at } i & \quad \frac{1}{2} + \frac{2}{3} + 0 \quad + \sum_{\text{other } z} 0 = \frac{8}{12} \\
\text{at } \rho & \quad \frac{1}{2} \quad + \frac{0}{3} + \sum_{i \infty} 0
\end{align*}
$$

and $E_{2k} \in M_{2k}$. The same argument as for $M_4$ shows that every element of $M_6, M_8, M_{10}$ is a constant multiple of $E_6, E_8, E_{10}$.

Things change at $M_{12}$, since $12/12 = 1$: there is no numerical obstacle to vanishing at $i \infty$ and other points, in addition to the special points $i$ and $\rho$. Still, $E_{12}$ is present, and we are granting in advance that its Fourier expansion is of the form

$$
E_{12}(z) = 1 \cdot e^{2\pi i \cdot 0} + \sum_{n \geq 1} a_n e^{2\pi in z}
$$

Given $f \in M_{12}$ with Fourier expansion

$$
f(z) = \sum_{n \geq 0} b_n e^{2\pi in z}
$$

substract a multiple of $E_{12}$ to make the $0^{th}$ Fourier coefficient 0: consider

$$
f_2(z) = f(z) - b_0 \cdot E_{12}
$$
Thus, \( \nu_f(\tau) = 1 \), and \( f_2 \) is a \textit{cuspform}, by definition. The divisor relation shows that \( f_2 \) has no other zeros, unless by mischance \( f_2 \) is identically 0.

To prove \textit{existence} of a not-identically-zero cuspform of weight 12, note that \( E_4^3 - E_6^2 \) is weight 12, and has 0\textsuperscript{th} Fourier coefficient 0, so is a candidate. To show that \( E_4^3 - E_6^2 \) is not identically 0, recall from above that \( E_4(\tau) = 0 \) and does not vanish otherwise, while \( E_6(\tau) = 0 \) and does not vanish otherwise. Thus, \( E_4^3 - E_6^2 \) cannot vanish at either \( \rho \) or \( i \), so is not identically 0. Up to normalizing constant, \( \Delta = E_4^3 - E_6^2 \).

By the divisor relation, \( \Delta \) only vanishes at \( \tau = \infty \), and there to order 1. Now we will see that \( M_{12} = \mathbb{C}E_{12} + \mathbb{C}\Delta \). Given \( f \in M_{12} \), as before, subtract a multiple \( E_{12} \) to make the 0\textsuperscript{th} Fourier coefficient of \( f_2 = f - cE_{12} \) be 0. Then divide \( f_2 \) by \( \Delta \), taking advantage of the fact that \( \Delta \) does not vanish in \( \tau = \infty \), and vanishes only to first order at \( \tau = \infty \). Thus, \( f_2/\Delta \) is in \( M_0 = \mathbb{C} \), proving that \( f_2 \) is a multiple of \( \Delta \), and \( M_{12} = \mathbb{C}E_{12} + \mathbb{C}\Delta \).

Similarly, now that the non-zero cuspform \( \Delta \) is identified, a similar argument gives the structure of \( M_{2k} \), for \( 2k \geq 4 \) so that Eisenstein series converge. Namely, given \( f \in M_{2k} \), subtract a multiple of \( E_{2k} \) to obtain a cuspform of weight \( 2k \), and then divide by \( \Delta \) to obtain a modular form of weight \( 2k - 12 \). This shows that \( M_{2k} = \mathbb{C}E_{2k} + \mathbb{C}\Delta_{2k-12} \), as claimed. ///

For present purposes, an \textit{isobaric} polynomial \( P(X,Y) \in \mathbb{C}[X,Y] \) (with weights 4, 6) is a polynomial with the property that there is an integer \( 2k \) such that every monomial \( X^aY^b \) appearing has the property that \( 4a + 6b = 2k \). This has the effect that \( P(E_4,E_6) \) is a modular form of weight 12.

\[ \[3.1.2\] \textbf{Corollary:} \] Every holomorphic modular form for \( SL_2(\mathbb{Z}) \) is an isobaric polynomial in \( E_4, E_6 \).

\textbf{Proof:} The assertion is vacuously true for weight 0 since holomorphic modular forms of weight 0 are constants. Holomorphic modular forms of weight 2 are all identically 0. At weights 4 and 6, all modular forms are \textit{multiples} of the respective Eisenstein series.

At weight 8, the only modular form is \( E_8 \), but also \( E_4^2 \) has weight 8. Both have 0\textsuperscript{th} Fourier coefficient 1, so \( E_8 = E_4^2 \). Similarly, \( E_{10} = E_4 \cdot E_6 \).

We already showed that \( \Delta \) is a constant multiple of the isobaric polynomial \( E_4^3 - E_6^2 \). Since \( E_{12} - E_4^3 \) is a cuspform of weight 12, it is a multiple of \( \Delta \), proving that \( E_{12} \) has an isobaric polynomial expression in terms of \( E_4 \) and \( E_6 \).

Given \( 12 \leq 2k \in 2\mathbb{Z} \), find non-negative integers \( a, b \) such that \( 4a + 6b = 2k \). Then \( E_{2k} - E_4^aE_6^b \) is a cuspform, and

\[
\frac{E_{2k} - E_4^aE_6^b}{\Delta} \in M_{2k-12}
\]

By induction, \( E_{2k} \) is an isobaric polynomial in \( E_4, E_6 \). Given \( f \in M_{2k} \), subtract a multiple of \( E_{2k} \) to produce a cuspform \( f_2 \), allowing division by \( \Delta \) to put \( f_2/\Delta \) in \( M_{2k-12} \), completing the induction. ///

\[ \[3.1.3\] \textbf{Corollary:} \] For every weight \( 2k \), the space of holomorphic cuspforms is finite-dimensional.

\textbf{Proof:} The space of cuspforms of weight \( 2k \) is \( \Delta \cdot M_{2k-12} \), and \( M_{2k-12} \) is cuspforms together with multiples of \( E_{2k-12} \), for \( 2k - 12 \geq 4 \). ///

\[ \[3.1.4\] \textbf{Remark:} \] Ramanujan 1916 conjectured that the \( n \textsuperscript{th} \) Fourier coefficient \( \tau(n) \) of \( \Delta \) satisfies

\[
|\tau(p)| \leq 2p^{11}
\]

(for prime \( p \))

and

\[
\tau(mn) = \tau(m) \cdot \tau(n)
\]

(for coprime \( m, n \))

and

\[
\tau(p^{n+1}) = \tau(p)\tau(p^n) - p^{11}\tau(p^{n-1})
\]

(for prime \( p \))
Proof: Let $f$ be a not-identically-zero holomorphic modular form of weight $2k$. Let

$$F_T = \{ |z| \geq 1, \text{Re}(z) \leq \frac{1}{2}, \text{Im}(z) \leq T \}$$

be the truncation at height $T$ of the standard fundamental domain $F$, and $\gamma$ a path tracing its boundary.

On one hand, by the argument principle,

$$\int_{\gamma} \frac{f'(z)}{f(z)} \, dz = 2\pi i \sum_{z \text{ inside } F_T} \nu_f(z).$$

In fact, points on the boundary itself require special treatment, especially the points $i$ and $\rho$. Treatment of this is postponed to the end of the proof.

On the other hand, the individual pieces of the path integral nearly cancel each other out, except for some manageable pieces, as follows.

The easiest part is that the integrals along the upward path along $\text{Re}(z) = +\frac{1}{2}$ and downward path along $\text{Re}(z) = -\frac{1}{2}$ cancel each other, because $f(z + 1) = f(z)$.

Let $f(z) = \sum_{n \geq n_o} c_n e^{2\pi inz}$, with $c_{n_o} \neq 0$. That is, $\nu_{i\infty}(f) = n_o$. The path-integral along the top of $\partial F_T$, from $\frac{1}{2} + iT$ to $-\frac{1}{2} + iT$ is an integral in the coordinate $q = e^{2\pi inz}$ around a circle: letting $g(q) = f(z)$,

$$\int_{\frac{1}{2}}^{-\frac{1}{2}} f'(x + iT) \, dx = \int_{\frac{1}{2}}^{-\frac{1}{2} + iT} \frac{g'(q) \cdot dq}{g(q)} \, dz = \int_C \frac{g'(q)}{g(q)} \, dq$$

with $C$ a circle of radius $e^{-2\pi T}$ at $0$, traced clockwise. The Fourier expansion of $f$ in $z$ is a power series expansion in $q$, so by the argument principle, and by the convention about $\nu_f(i\infty)$,

$$\int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{f'(x + iT)}{f(x + iT)} \, dx = -2\pi i \cdot \nu_f(i\infty) - 2\pi i \sum_{z: \text{Im}(z) > T} \nu_f(z).$$

The path from the cube-root of unity $\rho$ to $i$ is mapped by $z \rightarrow -1/z$ to that running backward from the sixth root of unity to $i$, but these do not quite cancel each other, because $f$ is not invariant under $z \rightarrow -1/z$. Rather, differentiating $f(-1/z) = z^{2k} \cdot f(z)$ gives

$$f'(-1/z) \cdot \frac{1}{z^2} = 2k z^{2k-1} f(z) + z^{2k} f'(z).$$
so
\[ f'(-1/z) = 2kz^{2k+1}f(z) + z^{2k+2}f'(z) \]
and
\[ \frac{f'(-1/z)}{f(-1/z)} d(-1/z) = \frac{2kz^{2k+1}f(z) + z^{2k+2}f'(z)}{z^{2k}f(z)} \frac{dz}{z^2} = \frac{2k}{z} + \frac{f'(z)}{f(z)} \]
Thus, the integral from the cube root of 1 to the sixth root of 1 cancel except for the $-2k/z$. Letting $z = e^{it}$ as $t$ goes from $\frac{1}{2}\pi$ to $\frac{1}{2}\pi$,
\[ \int_{\frac{1}{2}\pi}^{\frac{1}{2}\pi} \left( \frac{f'(z)}{f(z)} dz - \frac{f'(-1/z)}{f(-1/z)} \right) d(-1/z) = \int_{\frac{1}{2}\pi}^{\frac{1}{2}\pi} -2k e^{-i\pi} \frac{d(e^{it})}{e^{it}} = \int_{\frac{1}{2}\pi}^{\frac{1}{2}\pi} -2ik dt = 2ik \cdot \frac{\pi}{6} = 2\pi i \cdot \frac{2k}{12} \]
Thus, if there were no vanishing on the boundary, evaluating the integral around the truncated fundamental domain in two ways gives
\[ \sum_{z: \text{Im}(z) < T} \nu_f(z) = -\nu_f(i\infty) - \sum_{z: \text{Im}(z) > T} \nu_f(z) + \frac{2k}{12} \]
or
\[ \nu_f(i\infty) + \sum_{z \in F} \nu_f(z) = \frac{2k}{12} \]
Now we consider points on the boundary of $F_T$. Any vanishing on the top edge $\text{Im}(z) = T$ can be avoided by adjusting $T$ slightly. Any vanishing on the vertical edges $\text{Re}(z) = \pm \frac{1}{2}$ can be easily accommodated by slightly deforming the contour $\gamma$ inward on the left side $\text{Re}(z) = -\frac{1}{2}$ to exclude a point $z_0$ with $f(z_0) = 0$, and deforming the contour slightly outward on the right side $\text{Re}(z) = \frac{1}{2}$ to include $z_0 + 1$. Similarly, for any point on the bottom part of the boundary, except for $i$ and $\rho$, at which $f$ vanishes, the left half of that arc can be deformed slightly inward, and the right half outward, to avoid the points.\[8\]
Thus, the ordinary argument principle is sufficient for these cases.

[4.1] Points $i, \rho$ on the boundary

Unfortunately, there is no deformation of the contour to avoid the points $i, \rho$ while counting order-of-vanishing. We first consider the situation at $i$.

To simplify the discussion, use the Cayley map $z \rightarrow \frac{z-i}{iz+1}$ to convert the arc along $|z| = 1$ to a straight line segment $\sigma$ along the real axis, and replace $f$ by its composition $g$ with the inverse $z \rightarrow \frac{z+i}{iz-1}$ to the Cayley map. This does not alter order-of-vanishing. In these coordinates modify $\sigma$ traversing the interval $[-a, a]$ left-to-right to include a small semi-circular detour along $|z| = \varepsilon$ in the upper half-plane. That is, the modified path $\sigma_\varepsilon$ goes along the interval $[-a, -\varepsilon]$ left-to-right, along the arc clockwise from $-\varepsilon$ to $+\varepsilon$, and left-to-right along the interval $[\varepsilon, a]$.

For $g(0) = 0$, the logarithmic derivative $g'/g$ has a simple pole at 0, with Laurent expansion
\[ \frac{g'(z)}{g(z)} = \frac{\nu_0(g)}{z} + (\text{holomorphic near 0}) \]
By continuity, the limit as $\varepsilon \rightarrow 0^+$ of the integral of a holomorphic function along the modified paths $\sigma_\varepsilon$ is just the integral along the segment $\sigma$. This leaves us explicit computation of
\[ \int_{\sigma_\varepsilon} \frac{dz}{z} = \int_{-a}^{-\varepsilon} \frac{dt}{-t} + \int_{0}^{\varepsilon} \frac{d(\varepsilon e^{it})}{e^{it}} \int_{-\pi}^{0} \frac{dt}{i} = -(\log a - \log \varepsilon) - \pi i + (\log a - \log \varepsilon) = -\pi i \]
\[8\] One might reasonably worry that there might be infinitely-many points near $F_T$ where $f$ vanishes. However, the compactness of any slightly larger region containing $F_T$, and the holomorphy of $f$, assures that this cannot happen.
That is, the limit of the integrals over paths $\sigma_i$ excluding 0 produces $\frac{1}{2} \cdot 2\pi i \cdot \nu_f(0)$. Thus, the corresponding modification of the path around the boundary of $F_T$ gives $-\frac{1}{2} \cdot 2\pi i \cdot \nu_f(i)$.

The point $\rho$ is treated similarly, with slight further complications. One way to describe the outcome is to treat $\rho$ and $\rho + 1$ separately, as follows. Here, unlike at $i$, we cannot completely convert the path near $\rho$ into straight line segments. Nevertheless, there is a well-defined angle to the boundary of $F$ at $\rho$, namely, $\pi/3$. Modifying the path-integral along the boundary by indenting upward along a small arc of radius $\epsilon > 0$, and taking a limit as $\epsilon \to 0^+$, produces $-\frac{1}{6} \cdot 2\pi i \cdot \nu_f(\rho)$, rather than the full $-2\pi i \cdot \nu_f(\rho)$. Similarly, the limit of slightly-indented paths around $\rho + 1$ produces another $-\frac{1}{6} \cdot 2\pi i \cdot \nu_f(\rho)$, noting that $\nu_f(\rho + 1) = \nu_f(\rho)$.

Thus, by integrating over the boundary of $F_T$ modified by indentations of radius $\epsilon$ at $i$ and $\rho$, and taking the limit as $\epsilon \to 0^+$, we obtain

$$
\nu_f(i\infty) + \sum_{z \in F} \nu_f(z) = -\frac{\nu_f(i)}{2} - \frac{\nu_f(\rho)}{3} + \frac{2k}{12}
$$

Moving the suitably weighted orders of vanishing at $i, \rho$ to the left-hand side gives the divisor/dimension formula.

[4.1.1] **Remark:** The idea that path integrals essentially running directly through a simple pole can be construed as giving half the residue, or half the negative, depending on the direction of indentation, can be legitimized as in the discussion of $i$ above. The further idea, applied above to $\rho$ and $\rho + 1$, that path integrals along paths having a corner with angle $\theta$ at a simple pole, can be construed as producing $-\frac{\theta}{2\pi}$ of the residue, can likewise be legitimized. In all these cases, the underlying mechanism is that

$$
\int_{\theta_1}^{\theta_2} \frac{d(e^{it})}{\varepsilon e^{it}} = \int_{\theta_1}^{\theta_2} i \, dt = (\theta_2 - \theta_1)i \quad (\text{independent of } \varepsilon > 0)
$$

---

### 5. Fourier expansions of holomorphic Eisenstein series

[5.0.1] **Theorem:** For weight $2k \geq 4$, the holomorphic Eisenstein series

$$
E_{2k}(z) = \sum_{\text{coprime } c,d} \frac{1}{cz + d}^{2k}
$$

has Fourier expansion

$$
E_{2k}(z) = 1 + \frac{(-2\pi i)^{2k}}{(2k - 1)! \zeta(2k)} \sum_{n \geq 1} \sigma_{2k-1}(n) e^{2\pi inz}
$$

Before the important computation that determines the Fourier coefficients, two corollaries:

[5.0.2] **Corollary:** Given a modular form $f(z) = c_o + \sum_{n \geq 1} c_n e^{2\pi inz}$, the difference $f - c_o \cdot E_{2k}$ is a cuspform.

**Proof:** The leading Fourier coefficient of the Eisenstein series is 1, so the indicated subtraction exactly annihilates the leading Fourier coefficient.

[5.0.3] **Corollary:** For weight $2k \geq 4$, the holomorphic Eisenstein series $E_{2k}(z)$ is bounded in the standard fundamental domain, so is an elliptic modular form in the strongest sense.

**Proof:** The absence of negative-index Fourier terms, and an easy estimate

$$
\sigma_{2k-1}(n) \leq \sum_{1 \leq \ell \leq n} \ell^{2k-1} \leq (n + 1)^{2k} \ll e^{2\pi n} \quad (\text{as } n \to +\infty)
$$
give

$$|E_{2k}(z)| \leq 1 + \sum_{n \geq 1} e^{2\pi n} e^{-2\pi ny} \leq 1 + \frac{e^{-2\pi y}}{1 - e^{-2\pi y}}$$

which is bounded for $y \geq \frac{\sqrt{3}}{2}$.

**Proof:** We directly compute the Fourier coefficients

$$c_n = e^{2\pi ny} \int_{-\frac{1}{2}}^{\frac{1}{2}} e^{-2\pi inx} E_{2k}(x + iy) \, dx$$

of the renormalized Eisenstein series

$$E_{2k}^*(z) = \zeta(2k) \cdot E_{2k}(z) = \sum_{(c,d) \neq (0,0)} \frac{1}{(cz+d)^{2k}}$$

First, the subsum over $d \neq 0$ with $c = 0$ is literally $2\zeta(2k)$, and this is translation-invariant, so is part of the $0^{th}$ Fourier coefficient 0.

Each subsum over $d \in \mathbb{Z}$ for fixed $c \neq 0$ is invariant under $z \to z + 1$, so has a Fourier expansion, with $n^{th}$ coefficient

$$e^{2\pi ny} \int_{-\frac{1}{2}}^{\frac{1}{2}} e^{-2\pi inx} \sum_d \frac{1}{(cz+d)^{2k}} \, dx$$

The integral is

$$\int_{-\frac{1}{2}}^{\frac{1}{2}} e^{-2\pi inx} \sum_d \frac{1}{(cz+d+ciy)^{2k}} \, dx = e^{-2k} \int_{-\frac{1}{2}}^{\frac{1}{2}} e^{-2\pi inx} \sum_d \frac{1}{(x+c+iy)^{2k}} \, dx$$

Aiming to *unwind* the sum-and-integral to have a simpler sum and an integral over $\mathbb{R}$, rewrite

$$\int_{-\frac{1}{2}}^{\frac{1}{2}} e^{-2\pi inx} \sum_d \frac{1}{(x+\frac{d}{c}+iy)^{2k}} \, dx = \int_{-\frac{1}{2}}^{\frac{1}{2}} e^{-2\pi inx} \sum_{\ell \mod c} \sum_d \frac{1}{(x+\ell+c+iy)^{2k}} \, dx$$

and replace $x$ by $x - \ell$, to obtain

$$\sum_{\ell \mod c} \int_{-\frac{1}{2}}^{\frac{1}{2}+\ell} e^{-2\pi inx} \sum_d \frac{1}{(x+\frac{d}{c}+iy)^{2k}} \, dx = \int_{\mathbb{R}} e^{-2\pi inx} \sum_{d \mod c} \frac{1}{(x+d+iy)^{2k}} \, dx$$

$$= \sum_{d \mod c} \int_{\mathbb{R}} e^{-2\pi inx} \frac{1}{(x+\frac{d}{c}+iy)^{2k}} \, dx = \sum_{d \mod c} e^{2\pi ind/c} \int_{\mathbb{R}} e^{-2\pi inx} \frac{1}{(x+iy)^{2k}} \, dx$$

by replacing $x$ by $x - \frac{d}{c}$ in each integral. Now neither $c$ nor $d$ appears inside the integral, while neither $x$ nor $y$ appear in the sum.

The integral can be evaluated by residues, treating $x$ itself as a complex variable, as follows. Fix $y$, the imaginary part of the original $z$. For $n \leq 0$, the function $e^{2\pi inx}$ is rapidly decreasing as $x$ moves into the upper half-plane, so the indicated integral is the limit as $R \to +\infty$ of an integral left-to-right along $[-R, R]$ and then along an arc of a circle of radius $R$ in the upper half-plane. This picks up residues of $x \to e^{-2\pi inx} / (x+iy)^{2k}$ in the upper half-plane: there are none, so these Fourier coefficients are 0.

For $n > 0$, the integral can be evaluated by residues, using an arc of a circle in the *lower* half-plane, picking up $-2\pi i$ times the residue of $x \to e^{-2\pi inx} / (x+iy)^{2k}$ at $-iy$, namely,

$$\left. \frac{-2\pi i}{(2k-1)!} \cdot \frac{\partial}{\partial x} \right|_{x=-iy} e^{-2\pi inx} = \frac{-2\pi i}{(2k-1)!} \cdot (-2\pi in)^{2k-1} \cdot e^{-2\pi ny} = \frac{(2\pi i)^{2k}}{(2k-1)!} n^{2k-1} e^{-2\pi ny}$$
That is,

\[
\int_{\mathbb{R}} e^{-2\pi i n x} \frac{1}{(x + iy)^{2k}} \, dx = \begin{cases} 
\frac{(2\pi i)^{2k}}{(2k - 1)!} n^{2k-1} e^{-2\pi n y} & \text{(for } n \geq 1) \\
0 & \text{(for } n \leq 0) 
\end{cases}
\]

The sum over \(d \mod c\) is a sum of the character \(d \rightarrow e^{2\pi i nd/c}\) over the finite abelian group \(\mathbb{Z}/c\). The cancellation lemma says this sum is 0 unless the character is trivial, in which case it is the cardinality of the group, namely, \(|c|\). The character is trivial if and only \(c \mid n\).

In summary, the 0th Fourier coefficient is \(2\zeta(2k)\), the negative-index Fourier coefficients are 0, and for \(n > 1\) the Fourier coefficient is

\[
\sum_{c \mid n} \frac{1}{c^{2k}} \cdot |c| \times \frac{(2\pi i)^{2k}}{(2k - 1)!} n^{2k-1} = \frac{2(2\pi i)^{2k}}{(2k - 1)!} \sum_{0 < c \mid n} c^{2k-1}
\]

As \(c\) runs over positive and negative divisors of \(n\), so does \(n/c\), and the last expression can be simplified somewhat by doing so:

\[
\sum_{c \mid n} \frac{c^{2k}}{c^{2k}} \frac{n}{c} \times \frac{(2\pi i)^{2k}}{(2k - 1)!} n^{2k-1} = \frac{2(2\pi i)^{2k}}{(2k - 1)!} \sum_{0 < c \mid n} c^{2k-1}
\]

Often the sum of \(\ell^{th}\) powers of positive divisors of an integer \(n\) is denoted \(\sigma_{\ell}(n)\), so the Fourier expansion of the Eisenstein series can be written

\[
2\zeta(2k) \cdot E_{2k}(z) = 2\zeta(2k) + \frac{2(2\pi i)^{2k}}{(2k - 1)!} \sum_{n \geq 1} \sigma_{2k - 1}(n) e^{2\pi i nz}
\]

and

\[
E_{2k}(z) = 1 + \frac{(2\pi i)^{2k}}{(2k - 1)! \zeta(2k)} \sum_{n \geq 1} \sigma_{2k - 1}(n) e^{2\pi i nz}
\]

as claimed. ///

**[5.0.4] Corollary:** \(E_4^2 = E_8\), \(E_4 E_6 = E_{10}\), and \(E_4 E_{10} = E_6 E_8 = E_{14}\).

**Proof:** In dimensions 8, 10, 14 there are no holomorphic modular forms other than the corresponding Eisenstein series, and the leading Fourier coefficients are always 1. ///

**[5.0.5] Corollary:** Granting that \(\zeta(2k)\) is a rational multiple of \(\pi^{2k}\), the Fourier coefficients of Eisenstein series are rational numbers. ///

**[5.0.6] Remark:** The rationality of the Fourier coefficients of holomorphic Eisenstein series is significant in later developments. The following corollaries are slightly frivolous examples of proving number-theoretic identities by relations among automorphic forms. Nevertheless, more serious results do use the same proof mechanism of which these simple examples are prototypes.

---

"Paul Garrett: Level-one elliptic modular forms (November 6, 2015)"
[5.0.7] Corollary: For positive integers $N$,

$$
\sigma_7(N) = 2 \cdot \frac{7! \zeta(8)}{3! (2\pi i)^4 \zeta(4)} \sigma_3(N) + \frac{7! \zeta(8)}{(3!)^2 \zeta(4)^2} \sum_{m+n=N} \sigma_3(m) \sigma_3(n) \quad \text{ (with } m, n \geq 1\text{)}
$$

$$
\sigma_9(N) = \frac{9! \zeta(10)}{3! (2\pi i)^6 \zeta(4)} \sigma_3(N) + \frac{9! \zeta(10)}{5! (2\pi i)^4 \zeta(6)} \sigma_5(N) + \frac{9! \zeta(10)}{3! 5! \zeta(4)^2 \zeta(6)} \sum_{m+n=N} \sigma_3(m) \sigma_5(n) \quad (m, n \geq 1)
$$

Proof: The first identity comes from equating the Fourier coefficients of $E_4^2 = E_8$. A similar one arises from $E_4 E_6 = E_{10}$. Fourier expansions without negative-index terms multiply as

$$
\sum_{m \geq 0} a_m \pi i m z \cdot \sum_{n \geq 0} b_m \pi i n z = \sum_{N \geq 0} \left( \sum_{m+n=N} (a_m \cdot b_n) \right) \pi i N z
$$

From $E_4^2 = E_8$, noting that the $0^{th}$ Fourier coefficients do not quite fit into the general pattern, for $N \geq 1$, equating the $N^{th}$ coefficients of $E_4^2$ and $E_8$ gives

$$
\frac{(2\pi i)^8}{7! \zeta(8)} \sigma_7(N) = 2 \cdot \frac{(2\pi i)^4}{3! \zeta(4)} \sigma_3(N) + \left( \frac{(2\pi i)^4}{3! \zeta(4)} \right)^2 \sum_{m+n=N} \sigma_3(m) \sigma_3(n)
$$

Rearranging,

$$
\sigma_7(N) = 2 \cdot \frac{7! \zeta(8)}{3! (2\pi i)^4 \zeta(4)} \sigma_3(N) + \frac{7! \zeta(8)}{(3!)^2 \zeta(4)^2} \sum_{m+n=N} \sigma_3(m) \sigma_3(n)
$$

The second computation is entirely analogous. ///

[5.0.8] Remark: Also, these frivolous relations completely determine $\zeta(4)$, $\zeta(6)$, $\zeta(8)$, and $\zeta(10)$, by looking at the relations for $N = 1, 2$. And since there are no cusps of weight 14, also $\zeta(14)$ is determined.

More generally, from [Gunning 1959/62] p. 55, Ramanujan proved the following, but with a worse error term, since Hecke’s estimate on Fourier coefficients of cusps was not available. That is, in general, $E_{2k} \cdot E_{2\ell}$ is probably not exactly $E_{2k+2\ell}$, but it misses only by a cuspform:

[5.0.9] Corollary: For $2k \geq 4$ and $2\ell \geq 4$ and $N \geq 1$,

$$
\sigma_{2k+2\ell-1}(N) = \frac{(2k+2\ell-1)!}{(2\pi i)^{2\ell} (2\ell-1)!} \zeta(2k+2\ell) \sigma_{2\ell-1}(N) + \frac{(2k+2\ell-1)!}{(2\pi i)^{2k} (2k-1)!} \zeta(2k+2\ell) \sigma_{2k-1}(N) + \frac{(2k+2\ell-1)!}{(2\pi i)^{2k} (2k-1)!} \zeta(2k) \zeta(2\ell) \sum_{m+n=N} \sigma_{2\ell-1}(m) \cdot \sigma_{2k-1}(m) + O\left(n^{\frac{2k+2\ell}{2}}\right) \quad (\text{with } m, n \geq 1)
$$

Proof: Up to a cuspform, $E_{2k} \cdot E_{2\ell} = E_{2k+2\ell}$. Equating the $N^{th}$ Fourier coefficients and multiplying through by $(2k+2\ell-1)! \zeta(2k+2\ell)/(2\pi i)^{2k+2\ell}$ gives the identity, with the big-O term arising from Hecke’s estimate on the Fourier coefficients of the cuspform $= E_{2k+2\ell} - E_{2k} \cdot E_{2\ell}$. ///

[5.0.10] Remark: Of course, for weights $2k + 2\ell$ among 8, 10, 14, there are no cusps, and the error term is exactly 0.
6. Automorphic L-functions

[6.1] Euler product attached to $\Delta(z)$  A little later, we will prove two of the conjectures of Ramanujan proven by Mordell, in a form applicable to all holomorphic cuspforms of for $SL_2(\mathbb{Z})$. First, we examine the implications for Dirichlet series.

With $\Delta(z) = 1 \cdot e^{2\pi i nz} + \sum_{n \geq 1} \tau(n) e^{2\pi i nz}$ the unique cuspform of weight 12 for $SL_2(\mathbb{Z})$, the associated Dirichlet series is

$$L(s, \Delta) = \sum_{n \geq 1} \frac{\tau(n)}{n^s}$$

The Hecke estimate $|\tau(n)| \ll n^{\frac{12}{2} + 1}$ shows that the series for $L(s, \Delta)$ is absolutely convergent for $\text{Re}(s) > \frac{12}{2} + 1$.

The weak multiplicativity $\tau(mn) = \tau(m) \cdot \tau(n)$ for coprime $m, n$ is equivalent to an Euler factorization of $L(s, \Delta)$:

$$L(s, \Delta) = \prod_{p \text{ prime}} \left(1 + \frac{\tau(p)}{p^s} + \frac{\tau(p^2)}{p^{2s}} + \frac{\tau(p^3)}{p^{3s}} + \ldots\right)$$

The more peculiar relation

$$\tau(p^{n+1}) = \tau(p)\tau(p^n) - p^{11}\tau(p^{n-1})$$

for prime $p$, for $n \geq 1$ gives a recursion for the $\tau(p^n)$: to simplify notation, let $X = p^{-s}$, observe that powers of $p^{-s}$ do multiply like powers of $X$, and

$$1 \cdot \tau(p^{n+1})X^{n+1} - \tau(p)X \cdot \tau(p^n)X^n + p^{11}X^2 \cdot \tau(p^{n-1})X^{n-1} = 0 \quad \text{for } n \geq 1$$

For $n \geq 1$, the left-hand side of the last equality is the $X^{n+1}$th term in

$$(1 - \tau(p)X + p^{11}X^2)(1 + \tau(p)X + \tau(p^2)X^2 + \tau(p^3)X^3 + \ldots)$$

The constant component of the latter product is 1. That is,

$$(1 - \tau(p)X + p^{11}X^2)(1 + \tau(p)X + \tau(p^2)X^2 + \tau(p^3)X^3 + \ldots) = 1$$

That is,

$$\left(1 - \frac{\tau(p)}{p^s} + \frac{p^{11}}{p^{2s}}\right)\left(1 + \frac{\tau(p)}{p^s} + \frac{\tau(p^2)}{p^{2s}} + \frac{\tau(p^3)}{p^{3s}} + \ldots\right) = 1$$

and

$$1 + \frac{\tau(p)}{p^s} + \frac{\tau(p^2)}{p^{2s}} + \frac{\tau(p^3)}{p^{3s}} + \ldots = \frac{1}{1 - \frac{\tau(p)}{p^s} + \frac{p^{11}}{p^{2s}}}$$

Thus,

$$\sum_n \frac{\tau(n)}{n^s} = \prod_p \frac{1}{1 - \frac{\tau(p)}{p^s} + \frac{p^{11}}{p^{2s}}}$$

This Euler product factorization partly justifies calling $\sum_n \frac{\tau(n)}{n^s}$ an automorphic L-function.

Further, the discriminant of the quadratic equation

$$X^2 - \tau(p)X + p^{11} = 0$$
is $\tau(p)^2 - 4p^{11}$. From the expression of $\Delta$ as a real constant multiple of $E_4^2 - E_6^2$, $\tau(p) \in \mathbb{R}$. Thus, the roots occur in complex conjugate pairs exactly when Ramanujan’s conjectured, Deligne’s proven, inequality $|\tau(p)| < 2p^{1/2}$ holds.

**[6.1.1] Remark:** We have given Hecke’s proof of $|\tau(p)| \ll p^{12}$, but will not attempt to follow [Deligne 1974] to prove $|\tau(p)| < 2p^{11}$.

**[6.1.2] Remark:** We will show below that the space of weight 2 holomorphic cuspforms for $SL_2(\mathbb{Z})$ has a basis of cuspforms $f(z) = \sum_{n \geq 1} c_n e^{2\pi inz}$ with $c_n = 1$ and whose associated Dirichlet series

$$L(s, f) = \sum_{n \geq 1} \frac{c_n}{n^s}$$

have Euler product factorizations

$$L(s, f) = \prod_p \frac{1}{1 - \frac{c_p}{p^s} + \frac{p^{2k-1}}{p^{2s}}}$$

Having an Euler product partly justifies calling $L(s, f)$ an automorphic $L$-function attached to $f$. The Hecke estimate $c_n \ll n^{1/2}$ proves absolute convergence of $L(s, f)$ for $\text{Re}(s) > \frac{2k}{2} + 1$.

**[6.2] Analytic continuation and functional equation** A holomorphic cusiform $f(z) = \sum_{n \geq 1} c_n e^{2\pi inz}$ of weight $2k$ for $SL_2(\mathbb{Z})$ has associated Dirichlet series

$$L(s, f) = \sum_{n \geq 1} \frac{c_n}{n^s}$$

whether or not this has an Euler product.

**[6.2.1] Remark:** Merely copying Fourier coefficients to coefficients of a Dirichlet series accomplishes little, without further analytic features.

We do know that $f$ is rapidly decreasing as $y \to +\infty$, and that $y^{2k} \cdot |f(z)|$ is bounded on $\mathcal{H}$, so $|f(z)| \ll y^{-k}$ as $y \to 0^+$. Thus, for $\text{Re}(s) > k$ we have absolute convergence of the Mellin transform

$$\int_0^\infty y^s f(iy) \frac{dy}{y}$$

In that range,

$$\int_0^\infty y^s f(iy) \frac{dy}{y} = \int_0^\infty y^s \sum_n c_n e^{-2\pi ny} \frac{dy}{y} = \sum_n \int_0^\infty y^s e^{-2\pi ny} \frac{dy}{y}$$

$$= \sum_n \frac{c_n}{(2\pi n)^s} \cdot \int_0^\infty y^s e^{-y} \frac{dy}{y} = (2\pi)^{-s} \Gamma(s) \sum_n \frac{c_n}{n^s} = (2\pi)^{-s} \Gamma(s) L(s, f)$$

**[6.2.2] Claim:** $(2\pi)^{-s} \Gamma(s) L(s, f)$ has an analytic continuation to an entire function, satisfying

$$(2\pi)^{-2k+s} \Gamma(2k-s) L(2k-s, f) = (-1)^{k} \cdot (2\pi)^{-s} \Gamma(s) L(s, f)$$

**[6.2.3] Remark:** This integral representation of $L(s, f)$, with Gamma-factor $(2\pi)^{-s} \Gamma(s)$ to complete it, plays the role for $L(s, f)$ as did the integral representation of the completed $\zeta(s)$ in terms of $\theta(z)$. 
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[6.2.4] Remark: With hindsight, seeing that the functional equation is with respect to $s \leftrightarrow 2k - s$, a contemporary choice would be to renormalize to have a functional equation $s \leftrightarrow 1 - s$, as we describe below. The latter convention is not universal.

Proof: The rapid decay of a cuspform $f(x + iy)$ as $y \to +\infty$ assures that part of the integral is entire:

$$\int_1^\infty y^s f(iy) \frac{dy}{y} = \text{entire}$$

Meanwhile, using the automorphy condition with $z \to -1/z$,

$$\int_0^1 y^s f(iy) \frac{dy}{y} = \int_0^1 y^s (iy)^{-2k} \cdot f(-1/iy) \frac{dy}{y} = (-1)^{2k} \int_0^1 y^{s-2k} \cdot f(-1/iy) \frac{dy}{y}$$

$$= (-1)^{2k} \int_1^\infty y^{2k-s} \cdot f(iy) \frac{dy}{y} = \text{entire}$$

Thus,

$$(2\pi)^{-s} \Gamma(s) L(s, f) = \int_1^\infty y^s f(iy) \frac{dy}{y} + (-1)^{2k} \int_1^\infty y^{2k-s} f(iy) \frac{dy}{y} = \text{entire}$$

and the behavior under $s \leftrightarrow 2k - s$ is clear. ///

[6.2.5] Remark: To translate so that the functional equation is $s \leftrightarrow 1 - s$, instead of the natural but naive normalization above, put

$$L(s, f) = \sum_n \frac{c_n/n^{2k-1/2}}{n^s} = \sum_n \frac{c_n}{n^{s - 2k + 1/2}}$$

The corresponding integral representation becomes

$$(2\pi)^{-s - 2k - 1/2} \Gamma(s + \frac{2k - 1}{2}) L(s, f) = \int_0^\infty y^{s-1/2} \left(f(iy) \cdot y^{2k}\right) \frac{dy}{y}$$

Then one might further divide through by a constant so that the extra constant power of $\pi$ disappears, giving functional equation

$$(2\pi)^{-(1-s)} \Gamma(1 - s + \frac{2k - 1}{2}) L(1 - s, f) = (-1)^k \cdot (2\pi)^{-s} \Gamma(s + \frac{2k - 1}{2}) L(s, f)$$

[6.2.6] Remark: Thus, we have shown that automorphic $L$-functions $L(f, s)$ arising from holomorphic cuspforms for $SL_2(\mathbb{Z})$ have analytic continuations and functional equations. Euler product factorizations are proven below.
7. Hecke operators and Euler products

Following [Hecke 1937]'s general application of ideas of [Mordell 1917], we will eventually prove that there is a basis for the space of holomorphic cuspforms of weight 2 of $SL_2(\mathbb{Z})$ whose associated Dirichlet series have Euler products of the same shape as that attached to Ramanujan’s $\Delta$.

This will be accomplished using the operators on modular forms introduced in this section, the Hecke operators.

The viewpoint here is the simplest possible treatment of this example of Hecke operators, but has many deficiencies, among them the difficulty of comparing this naive notion of Hecke operators to other objects in standard mathematics. Hecke operators will be reconsidered later in a broader, more explanatory context. For the moment, the treatment is ad hoc, but as simple as possible.

One vague point that will be made more clearly later is that Hecke operators are analogues of analytic conditions such as holomorphy.

[7.1] Sublattices of $\mathbb{Z}z + \mathbb{Z}$ and Hecke operators

For a positive integer $n$, by the structure theorem for submodules of finitely-generated free modules over principal ideal domains\footnote{The structure theorem for submodules $N$ of finitely-generated free modules $M$ over a principal ideal domain shows that there is an $R$-basis $m_1, \ldots, m_r$ for $M$ and elementary divisors $d_1 | \ldots | d_r$ such that $d_1m_1, \ldots, d_rm_r$ is an $R$-basis for $N$, dropping any $d_im_i$ where $d_i = 0$.} such as $\mathbb{Z}$, the index-$m$ sub-lattices $\Lambda'$ of $\Lambda = \mathbb{Z}z + \mathbb{Z}$ have bases which are linear combinations $az + b, cz + d$ of $z$ and 1, with

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} z \\ 1 \end{pmatrix} = \begin{pmatrix} az + b \\ cz + d \end{pmatrix} \quad \text{(with integers } a, b, c, d \text{ and } ad - bc = m)\]

Let

\[H_m = \{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : \text{ (integers } a, b, c, d \text{ and } ad - bc = m) \}\]

Although the matrices in $H_m$ producing index-$m$ sublattices are not in $SL_2(\mathbb{R})$, they are still in the positive-determinant component $GL^+_2(\mathbb{R}) = \{ \text{real } \begin{pmatrix} a & b \\ c & d \end{pmatrix} : \det \begin{pmatrix} a & b \\ c & d \end{pmatrix} > 0 \}$ of the general linear group $GL_2(\mathbb{R}) = \{ \text{real } \begin{pmatrix} a & b \\ c & d \end{pmatrix} : \det \begin{pmatrix} a & b \\ c & d \end{pmatrix} \neq 0 \}$.

The linear fractional transformation action of $GL^+_2(\mathbb{R})$ still preserves $\mathcal{H}$, so the images $\gamma z$ corresponding to index-$m$ sublattices of $\mathbb{Z}z + \mathbb{Z}$ are in $\mathcal{H}$.

In a naive normalization, the $m^{th}$ Hecke operator on holomorphic modular forms of weight 2 is

\[f(z) \rightarrow \sum_{\gamma \in SL_2(\mathbb{Z}) \backslash H_m} f(\gamma z) \cdot (cz + d)^{-2k} \quad \text{(where each } \gamma \text{ is } \begin{pmatrix} a & b \\ c & d \end{pmatrix})\]

The effect of the Hecke operators on Fourier coefficients, computed below, gives motivation to normalize by a constant, setting

\[T_m f(z) = m^{2k-1} \cdot \sum_{\gamma \in SL_2(\mathbb{Z}) \backslash H_m} f(\gamma z) \cdot (cz + d)^{-2k}\]
To check that $T_m$ does stabilize the space of weight $2k$ modular forms for $SL_2(\mathbb{Z})$, we must verify holomorphy, the automorphy condition, and the growth condition. We first check that the sum is well-defined, and is finite, by identifying convenient representatives.

[7.1.1] Remark: There is not universal agreement about normalization of the Hecke operators $T_m$ by constants depending on $m$. The immediate benefit of the second normalization here is insufficient to declare it optimal in the long run.

[7.2] Standard representatives for $SL_2(\mathbb{Z}) \backslash H_m$  Certainly $H_m$ is stable under left and right multiplications by $\Gamma = SL_2(\mathbb{Z})$.

Given $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in H_m$ with $\gcd(a,c) = g$, there are coprime $s, t \in \mathbb{Z}$ such that $sa + tc = g$. The coprime $s, t$ admit $u, v \in \mathbb{Z}$ such that $su - tv = \gcd(s,t) = 1$, so $\gamma = \begin{pmatrix} s & t \\ v & u \end{pmatrix}$ is in $\Gamma$, and

$$\gamma \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} s & t \\ v & u \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} sa + tc & * \\ * & * \end{pmatrix} = \begin{pmatrix} g & b' \\ c' & d' \end{pmatrix} \quad \text{(for some } b', c', d' \in \mathbb{Z})$$

Left multiplication by $\gamma$ does not alter the gcd of the left column, so this gcd is still $g$, and $g | c'$. Thus, $\begin{pmatrix} 1 & 0 \\ -c'/g & 1 \end{pmatrix}$ is in $\Gamma$, and

$$\begin{pmatrix} 1 & 0 \\ -c'/g & 1 \end{pmatrix} \gamma \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ -c'/g & 1 \end{pmatrix} \begin{pmatrix} g & b' \\ c' & d' \end{pmatrix} = \begin{pmatrix} g & b'' \\ 0 & d'' \end{pmatrix}$$

The determinant has also not been altered by multiplications in $\Gamma$, so $g \cdot d'' = m$. Left multiplications by $\begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix}$ with $r \in \mathbb{Z}$ put $b''$ into any chosen set of representatives for $\mathbb{Z} \mod d''$. Thus, $\Gamma \backslash H_m$ has standard representatives

$$\Gamma \backslash H_m \approx \{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} : a \cdot d = m, a, d > 0, b \mod d \}$$

The irredundancy of these representatives follows from the fact that, given $\delta \in H_m$, the upper-left entry of the corresponding standard representative is the gcd of the left column of $\delta$. Then the lower right entry is completely determined. Further, if

$$\gamma \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} = \begin{pmatrix} a & b' \\ 0 & d \end{pmatrix}$$

for $\gamma \in \Gamma$, then

$$\gamma = \begin{pmatrix} a & b' \\ 0 & d \end{pmatrix} \begin{pmatrix} a & b \\ 0 & d \end{pmatrix}^{-1} = \begin{pmatrix} a & b' \\ 0 & d \end{pmatrix} \begin{pmatrix} 1/a & -b/ad \\ 0 & 1/d \end{pmatrix} = \begin{pmatrix} 1 & (b' - b)/d \\ 0 & 1 \end{pmatrix}$$

For this to be in $\Gamma$ requires that $d | (b - b')$, so $b = b' \mod d$, proving irredundancy.

[7.3] Hecke operators map modular forms to modular forms  Before anything else, observe that extending the automorphy factor

$$j(\begin{pmatrix} a & b \\ c & d \end{pmatrix}, z) = cz + d \quad \text{(for } \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2^+(\mathbb{R}) \text{ and } z \in \mathfrak{H})$$

even on the larger group $GL_2^+(\mathbb{R})$ does not disturb the cocycle relation

$$j(gh, z) = j(g, hz)j(h, z)$$
This is easily checked: with $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ and $h = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$,

\[ j(g, hz) j(h, z) = (cA^2 + B)(Cz + D) = c(Az + B) + d(Cz + D) = (cA + dC)z + (cB + dD) = j(gh, z) \]

Thus, the associativity of the weight $2k$ action on $GL_2^+(\mathbb{R})$ on functions on $\mathfrak{H}$ still holds:

\[ (f_{|2k}g)_{|2kh} = f_{|2k}(gh) \quad \text{for } g, h \in GL_2^+(\mathbb{R}) \]

This gives associativity of the weight $2k$ action of $GL_2^+(\mathbb{R})$ on functions on $\mathfrak{H}$:

\[ \left( f_{|2k}(gh) \right)(z) = f((gh)z) j(gh, z)^{-2k} = f(g(hz)) j(g, hz)^{-2k} j(h, z)^{-2k} \]

Thus, $T_m f$ is well-defined, since changing representatives for $\Gamma \backslash H_m$ does not change the summands: given representatives $\delta_j$ for $\Gamma \backslash H_m$, and any $\gamma_j \in \Gamma$,

\[ m^{1-2k} T_m f = \sum_j f_{|2k} \delta_j = \sum_j (f_{|2k} \gamma_j)_{|2k} \delta_j = \sum_j f_{|2k}(\gamma_j \delta_j) \]

since $f_{|2k} \gamma_j = f$ is the automorphy condition on $f$.

Since $\Gamma \backslash H_m$ is finite, the image $T_m f$ of a holomorphic modular form $f$ of weight $2k$ for $SL_2(\mathbb{Z})$ is a finite sum of holomorphic functions, so is holomorphic.

To see that $T_m f$ still satisfies the automorphy condition,

\[ m^{1-2k} (T_m f)_{|2k} \gamma = \sum_{\delta \in \Gamma \backslash H_m} (f_{|2k} \delta)_{|2k} \gamma = \sum_{\delta \in \Gamma \backslash H_m} f_{|2k}(\delta \gamma) \]

Right multiplication of $H_m$ by $\Gamma$ stabilizes $H_m$, and merely changes one set of representatives of $\Gamma \backslash H_m$ for another. Thus,

\[ \sum_{\delta \in \Gamma \backslash H_m} f_{|2k}(\delta \gamma) = \sum_{\delta \in \Gamma \backslash H_m} f_{|2k} \delta = T_m f \]

[7.3.1] Remark: The individual summands entering the expression for the Hecke operator are not level one modular forms, but are modular forms for congruence subgroups.

[7.4] Effect of Hecke operators on Fourier coefficients Now we find the motivation, such as it is, for the normalizing constant $m^{2k-1}$ in the definition of $T_m$. [7]

Hecke operators have an understandable effect on Fourier coefficients:

[7.4.1] Theorem:

\[ T_m f(z) = \sum_N \left( \sum_{0 < a | m, a | N} a^{2k-1} e^{2\pi i a N} \right) e^{2\pi i N z} \]

[7] Again, this normalization of $T_m$ is for short-term convenience.
**Proof:** This is a direct computation, using the standard representatives and the cancellation lemma. For $f(z) = \sum c_n e^{2\pi inz}$, using the standard representatives for $\Gamma \backslash H_m$,

$$m^{1-2k}T_m f(z) = \sum_{a,b,d} f_{12k} \left( \begin{array} {c c} a & b \\ 0 & d \end{array} \right) (z)$$

for $ad = m, a, d > 0, b \mod d$,

$$= \sum_{a,b,d} f \left( \frac{az+b}{d} \right) d^{-2k} = \sum_n c_n \sum_{a,b,d} e^{2\pi in\frac{az+b}{d}} d^{-2k} = \sum_n c_n \sum_{a,d} d^{-2k} e^{2\pi inaz/d} \sum_b e^{2\pi in\frac{b}{d}}$$

The inner sum over $b$ is the sum of the character $b \to e^{2\pi i nb/d}$ over $Z/d$. By the cancellation lemma, this is $0$ for non-trivial character, and is the order of the group, $d$, for trivial character. That character is trivial if and only if $d|n$. Thus, replacing $n$ by $dn = mn/a$, we have

$$T_m f(z) = \sum a d^{-2k} \sum_n c_{nd} e^{2\pi inaz/d} = \sum a d^{-2k} \sum_n c_{nd} e^{2\pi inaz}$$

Using $d = m/a$,

$$m^{1-2k}T_m f(z) = m^{1-2k} \sum_{0 < a|m} a^{2k-1} \sum_n c_{\frac{m}{a} n} e^{2\pi inaz}$$

Regrouping to identify the coefficients of the resulting Fourier expansion, replace $na$ by $N$, and cancel the $m^{1-2k}$.

///

**[7.4.2] Theorem:** For $m, m'$ relatively prime, $T_{mm'} = T_m \circ T_{m'}$, while

$$T_{p^\ell} \circ T_{p} = T_{p^{\ell+1}} + p^{1-2k} \cdot T_{p^{\ell-1}} = T_{p} \circ T_{p^\ell}$$

The Hecke operators commute, that is $T_m \circ T_{m'} = T_{m'} \circ T_m$. In particular, $T_m \circ T_{m'} = T_{m'm}$ for coprime $m, m'$.

**Proof:** The case of coprime $m, m'$ can be seen from the effect on Fourier coefficients. Write $c(n)$ for the $n^{th}$ Fourier coefficient. The $N^{th}$ Fourier coefficient of $T_m(T_{m'}f)$ is

$$\sum_{a|m, a|N} a^{2k-1} \cdot \left( \frac{m N^{th}}{a^2} \right)$$

For $m, m'$ coprime, $a'|\frac{m N}{a^2}$ is equivalent to $a'|\frac{N}{a'}$ or $a a'|N$. Also, for $m, m'$ coprime, the positive divisors $d$ of $mm'$ uniquely factor as the product $\gcd(d, m) \cdot \gcd(d, m')$ of $m$ and $m'$. Thus, letting $d = a a'$ in the sum in the right-hand side of the last equality,

$$(N^{th} \text{ Fourier coefficient of } T_m T_{m'} f) = \sum_{d|m m', d|N} d^{2k-1} \cdot c \left( \frac{m m' N}{d^2} \right)$$

The right hand side is the $N^{th}$ Fourier coefficient of $T_{mm'}f$, as asserted.

The composition $T_p \circ T_{p^\ell}$ with $\ell \geq 1$ is easily understood via the special representatives

$$\Gamma \backslash H_p \approx \left\{ \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & b \\ 0 & p \end{pmatrix}, \text{ with } b \mod p \right\}$$
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\[ \Gamma \setminus H_{p^t} \cong \{ \begin{pmatrix} p^{t-t} & b \\ 0 & p^t \end{pmatrix}, \text{ with } b' \mod p^t, \ 0 \leq t \leq \ell \} \]

Multiplying these representatives, \( T_{p^t} \circ T_p \) is a sum over two types of products of special representatives:

\[
\begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} p^{t-t} & b' \\ 0 & p^t \end{pmatrix} = \begin{pmatrix} p^{t+1-t} & pb' \\ 0 & p^t \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 1 & b \\ 0 & p \end{matrix} \begin{pmatrix} p^{t-t} & b' \\ 0 & p^t \end{pmatrix} = \begin{pmatrix} p^{t-t} & b' + p^t b \\ 0 & p^{t+1} \end{pmatrix}
\]

The latter representatives are

\[
\begin{pmatrix} p^{(t+1)-(t+1)} & b' + p^t b \\ 0 & p^{t+1} \end{pmatrix}
\]

and \( b' + p^t b \) runs through \( \mathbb{Z} \mod p^{t+1} \), demonstrating that these are among the special representatives for \( \Gamma \setminus H_{p^{t+1}} \). The only representative for \( \Gamma \setminus H_{p^{t+1}} \) not obtained this way is

\[
\begin{pmatrix} p^{t+1} & 0 \\ 0 & 1 \end{pmatrix}
\]

which is obtained from among the first products of special representatives, with \( t = 0 \). The first type of products with \( t \geq 1 \) are all scalar multiples of special representatives for \( \Gamma \setminus H_{p^{t-1}} \):

\[
\begin{pmatrix} p^{t+1-t} & pb' \\ 0 & p^t \end{pmatrix} = p \cdot \begin{pmatrix} p^{t-t} & b' \\ 0 & p^{t-1} \end{pmatrix}
\]

but \( b' \mod p^t \), rather than \( \mod p^{t-1} \), produces the representatives for \( \Gamma \setminus H_{p^{t-1}} \) \( p \) times each. The extra scalar factor \( p \) does not alter the map given by the matrix, but it inserts an extra \( p^{-2k} \) in the weight \( 2k \) action on modular forms. Thus,

\[
T_{p^t} \circ T_p = T_{p^{t+1}} + p^{1-2k} \cdot T_{p^{t-1}} \quad \text{ (on weight } 2k \text{ modular forms)}
\]

Similarly, composing in the opposite direction, \( T_p \circ T_{p^t} \) gives products of special representatives

\[
\begin{pmatrix} p^{t-t} & b' \\ 0 & p^t \end{pmatrix} \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} p^{t+1-t} & b' \\ 0 & p^t \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} p^{t-t} & b' \\ 0 & p^t \end{pmatrix} \begin{pmatrix} 1 & b \\ 0 & p \end{pmatrix} = \begin{pmatrix} p^{t-t} & pb' + p^{t-1} b \\ 0 & p^{t+1} \end{pmatrix}
\]

This time, the first type of product gives all the special representatives for \( \Gamma \setminus H_{p^{t+1}} \) except

\[
\begin{pmatrix} 1 & b' \\ 0 & p^{t+1} \end{pmatrix} \quad \text{ (with } b' \mod p^{t+1} \text{)}
\]

The latter is produced by the second type of product with \( t = \ell \). As before, for \( t < \ell \) the second type of product has a scalar factor \( p \) that can be pulled out:

\[
\begin{pmatrix} p^{t-t} & pb' + p^{t-1} b \\ 0 & p^{t+1} \end{pmatrix} = p \cdot \begin{pmatrix} p^{(t-1)-(t-1)} & b' + p^{(t-1)-1} b \\ 0 & p^{t} \end{pmatrix} \quad \text{ (with } t < \ell \text{)}
\]

The map \( b' \to b' + p^{(t-1)-1} b \) merely permutes \( b' \mod p^t \), so the sum over \( b \mod p \) repeats the same representative \( p \) times. The scalar multiple adds an extra factor \( p^{-2k} \) to the automorphy factor, so again

\[
T_p \circ T_{p^t} = T_{p^{t+1}} + p^{1-2k} \cdot T_{p^{t-1}} \quad \text{ (on weight } 2k \text{ modular forms)}
\]

This gives the formula for the composition, and shows commutativity. By induction, every \( T_{p^t} \) is a polynomial in \( T_p \), so these \( p \)-power Hecke operators commute with each other.

The general case of commutativity reduces to the coprime case and the prime power case. ///
[7.4.3] Corollary: A weight $2k$ modular form $f$ with Fourier coefficients $c_n$, which is an eigenfunction for $T_m$ with eigenvalue $\lambda_m$, has $m^{th}$ Fourier coefficient determined from $\lambda_m$ and $c_1$:

$$\lambda_m \cdot c_1 = c_n$$

A simultaneous eigenfunction for all Hecke operators has $c_1 \neq 0$. Normalizing $c_1 = 1$, the Fourier coefficients of a simultaneous eigenfunction are weakly multiplicative:

$$c_{mn} = c_m \cdot c_n \quad \text{(for coprime } m, n, \text{ when } c_1 = 1)$$

Proof: Taking $N = 1$ in the expression above for Fourier coefficients of $T_m f$ restricts the sum over $a | m$ and $a | N$ to $a = 1$, and then

$$\sum_{0 < a | m, a | 1} a^{2k-1} c_{m1} \frac{1}{a^s} = c_m$$

as claimed. If $c_1 = 0$, then all Fourier coefficients are 0 and $f$ itself is identically zero.

For simultaneous eigenfunction $f$, since $c_1 \neq 0$, we can take $c_1 = 1$ without loss of generality. Then the property $T_m \circ T_n = T_{mn}$ of Hecke operators for coprime $m, n$ gives $\lambda_m \lambda_n = \lambda_{mn}$, and

$$c_m \cdot c_n = \lambda_m \cdot \lambda_n = \lambda_{mn} = c_{mn}$$

as claimed. //

[7.4.4] Corollary: For a weight $2k$ cuspform $f(z) = \sum_{n \geq 1} c_n e^{2\pi i nz}$ which is a simultaneous eigenfunction for all Hecke operators, normalized so that $c_1 = 1$, the associated $L$-function has an Euler product

$$L(s, f) = \sum_n \frac{c_n}{n^s} = \prod_p \frac{1}{1 - c_pp^{-s} + p^{2k-1}p^{-2s}}$$

Proof: Since $c_1 = 1$, the $n^{th}$ Fourier coefficient is the eigenvalue $\lambda_n$ of $T_n$. The weak multiplicativity gives

$$L(s, f) = \prod_p \left(1 + \frac{c_p}{p^s} + \frac{c_p^2}{p^{2s}} + \frac{c_p^3}{p^{3s}} + \right)$$

Then the recursive relation $T_p \circ T_p = T_{p^{s+1}} + p^{1-2k}T_{p^{s-1}}$ gives

$$c_{p^{s+1}} = \lambda_{p^{s+1}} = \lambda_p \lambda_{p^{s-1}} - p^{1-2k}\lambda_{p^{s-1}} = c_p c_{p^{s-1}} - p^{1-2k}c_{p^{s-1}}$$

which sums the series for the $p^{th}$ Euler factor, just as for $\Delta$. //

[7.4.5] Corollary: For weights $2k = 12, 16, 18, 20$, where the space of holomorphic cuspforms for $SL_2(\mathbb{Z})$ is one-dimensional, there is a unique cuspform $f$ with leading Fourier coefficient 1, and the associated $L$-function $L(s, f) = \sum n^{\frac{2k}{n}}$ has the expected Euler product expansion.

Proof: Since the space is one-dimensional, the unique (up to constant multiples) cuspform is unavoidably an eigenfunction for all the Hecke operators. //

[7.4.6] Corollary: The $0^{th}$ Fourier coefficient of $T_m f$, with Fourier coefficients $c_n$ of $f$, is

$$0^{th} \text{ Fourier coefficient of } T_m f = \left( \sum_{a < a | m} a^{2k-1} \right) \cdot c_0$$
Thus, the Hecke operators stabilize the space of cuspforms of weight $2k$ for $SL_2(\mathbb{Z})$. 

[7.4.7] Corollary: The Eisenstein series $E_{2k}$ are simultaneous eigenfunctions for all Hecke operators.

Proof: The $0^{th}$ Fourier coefficient of $E_{2k}$ is 1, and the previous corollary computes that the $0^{th}$ Fourier coefficient of $T_mE_{2k}$ is $\sigma_{2k-1}(m)$. Thus, if $E_{2k}$ is to be an eigenfunction for $T_m$, the eigenvalue is $\sigma_{2k-1}(m)$, and the $n^{th}$ Fourier coefficient must be multiplied by $\sigma_{2k-1}(m)$.

For $n > 0$, the $n^{th}$ Fourier coefficient of $E_{2k}$ is a uniform multiple $C_{2k} \cdot \sigma_{2k-1}(n)$ of $\sigma_{2k-1}$, where the constant is $C_{2k} = (2\pi i)^{2k}/(2k - 1)! \zeta(2k)$. For $N \geq 1$, the theorem gives

\[
N^{th} \text{ Fourier coefficient of } T_m E_{2k} = C_{2k} \sum_{0 < a \mid m, a \mid N} a^{2k-1} \sum_{0 < d \mid \frac{mN}{a}} d^{2k-1}
\]

We must show that the latter is $\sigma_{2k-1}(m) \cdot C_{2k} \sigma_{2k-1}(N)$, that is, that

\[
\sum_{0 < a \mid m, a \mid N} a^{2k-1} \sum_{0 < d \mid \frac{mN}{a}} d^{2k-1} = \sigma_{2k-1}(m) \cdot \sigma_{2k-1}(N)
\]

It suffices to treat $m$ and $N$ being powers of a fixed prime $p$, since $\sigma_{2k-1}$ has the weak multiplicativity [8]

\[
\sigma_{2k-1}(r \cdot s) = \sigma_{2k-1}(r) \cdot \sigma_{2k-1}(s) \quad \text{(for coprime } r, s)\]

Of course,

\[
\sigma_{2k-1}(p^\ell) = \sum_{0 \leq i \leq \ell} (p^i)^{2k-1}
\]

Thus, with $m = p^u$ and $N = p^v$, we must show that

\[
\sum_{0 \leq i \leq u, i \leq v} (p^i)^{2k-1} \sum_{0 \leq j \leq u+v-2i} (p^j)^{2k-1} = \sum_{0 \leq i \leq u} (p^i)^{2k-1} \cdot \sum_{0 \leq j \leq v} (p^j)^{2k-1}
\]

The clutter can be reduced by letting $X = p^{2k-1}$, and we need to prove

\[
\sum_{0 \leq i \leq u, i \leq v} X^i \sum_{0 \leq j \leq u+v-2i} X^j = \sum_{0 \leq i \leq u} X^i \cdot \sum_{0 \leq j \leq v} X^j
\]

Summing the finite geometric series, and taking $u \leq v$ without loss of generality, the left-hand side is

\[
\sum_{0 \leq i \leq u} X^i \frac{1 - X^{u+v-2i+1}}{1 - X} = \frac{1}{1 - X} \left( 1 - X^{u+1} - X^{u+v+1} \frac{1 - X^{-(u+1)}}{1 - X^{-1}} \right)
\]

\[
= \frac{1}{1 - X} \left( \frac{1 - X^{u+1}}{1 - X} + X^{u+v+2} \frac{1 - X^{-(u+1)}}{1 - X} \right) = \frac{1 - X^{u+1} + X^{u+v+2} - X^{v+1}}{(1 - X^2)\left(1 - X^{-1}\right)} = \frac{1 - X^{u+1}}{1 - X} \cdot \frac{1 - X^{v+1}}{1 - X}
\]

which is the right-hand side. Thus, the Eisenstein series is a simultaneous eigenfunction for all the Hecke operators.

[7.4.8] Remark: The Hecke operators do not tell anything new about the Eisenstein series, since we had to use details about the sum-of-powers-of-divisors function $\sigma_{2k-1}(n)$ to prove the eigenfunction property. In contrast, for weights 12, 16, 18, 20 where the space of cuspforms is one-dimensional, the above discussion

[8] The weak multiplicativity of $\sigma_r(n)$ is not hard to verify: for $m, n$ relatively prime, a positive divisor $d$ of $mn$ uniquely factors as a product of positive divisors $\gcd(m, d)$ and $\gcd(n, d)$ of $m$ and $n$. 
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imparts significant information about the Fourier coefficients. For weights higher than 20, there is further non-trivial content in proof that spaces of cuspforms have bases of simultaneous eigenfunctions, as will be accomplished in the following section.

**[7.4.9] Remark:** A motivation to further renormalize Hecke operators may be found in the renormalization of $L(s, f)$ to have functional equation $s \rightarrow 1 - s$ rather than $s \rightarrow 2k - s$. That is, if we decide to write

$$L(s, f) = \sum_n c_n/n^{2k-1}$$

so that the functional equation is $s \rightarrow 1 - s$, then we might want

$$\lambda_m \cdot c_1 = c_n$$

rather than $\lambda_m \cdot c_1 = c_n$. That is, we would want to normalize the Hecke operators as

$$T_m f = \frac{1}{m^{2k-1}} \cdot m^{2k-1} \sum_{\delta \in \Gamma \setminus \mathbb{H}} f|_{2k}\delta = \frac{1}{m^{2k-1}} \sum_{\delta \in \Gamma \setminus \mathbb{H}} f|_{2k}\delta$$

**[7.4.10] Remark:** The glaring problem remains, to prove that spaces of holomorphic cuspforms of weights $2k$ for $SL_2(\mathbb{Z})$ have bases of simultaneous eigenfunctions for all Hecke operators $T_m$. This will be resolved by showing that the Hecke operators are self-adjoint with respect to a natural inner product on spaces of cuspforms, demonstrated below.

---

### 8. Petersson inner product, Poincaré series

We showed that the space of holomorphic cuspforms of weight $2k$ for $SL_2(\mathbb{Z})$ is finite-dimensional. We now see that it has a natural inner product.

**[8.1] $SL_2(\mathbb{R})$-invariant integral on $\mathbb{H}$** An $SL_2(\mathbb{R})$-invariant integral on compactly-supported, continuous, complex-valued functions\[^9\] $f$ on $\mathbb{H}$ should be given by

$$f \rightarrow \int_{\mathbb{H}} f(z) \varphi(x, y) \, dx \, dy$$

for positive, real-valued $\varphi$ giving the invariance

$$\int_{\mathbb{H}} f(gz) \varphi(x, y) \, dx \, dy = \int_{\mathbb{H}} f(z) \varphi(x, y) \, dx \, dy \quad \text{(for all } g \in SL_2(\mathbb{R}), \text{ for all } f \in C_c^\infty(\mathbb{H}))$$

That is, $\varphi(x, y)$ should compensate for change-of-measure that occurs in the change of variables replacing $z$ by $g^{-1}z$ in the integral. Invariance under translation and dilations

$$\begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix} (x + iy) \rightarrow (x + t) + iy \quad \text{and} \quad \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix} (x + iy) \rightarrow t^2 x + it^2 y$$

already completely determine $\varphi(x, y)$, as follows. The translation invariance implies that $\varphi(x, y)$ is independent of $x$. The dilation invariance gives

$$\varphi(y) \, dx \, dy = \varphi(t^2 y) \, d(t^2 x) \, d(t^2 y) = \varphi(t^2 y) \, t^4 \, dx \, dy$$

\[^9\] The collection of continuous, compactly-supported, complex-valued functions on a topological space $X$ is usually denoted $C_c^\infty(X)$. 
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Letting \( y = 1 \) gives \( \varphi(t^2) = t^{-4} \). Thus, already this degree of invariance gives an essentially unique candidate \( \frac{dx \, dy}{y^2} \) for an \( SL_2(\mathbb{R}) \)-invariant measure, and \( SL_2(\mathbb{R}) \)-invariant integral

\[
 f \rightarrow \int_{\mathcal{S}} f(z) \frac{dx \, dy}{y^2} \quad \text{(for} \ f \in C_c^0(\mathcal{S}))
\]

From a naive viewpoint, we could hope for the best, and check: \(^{[10]}\)

\[8.1.1\] Claim: The measure \( dx \, dy/y^2 \) on \( \mathcal{S} \) is \( SL_2(\mathbb{R}) \)-invariant.

\[8.1.2\] Remark: Again, this argument is only a place-holder, since far better ways to understand this invariance will be exhibited later. However, this argument is easy and possibly reassuring.

\textbf{Proof:} We already have invariance under \( P = \begin{pmatrix} * & * \\ 0 & * \end{pmatrix} \subset G = SL_2(\mathbb{R}) \). It is economical to note that the \( P \) and \( w = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) generate \( G \). Indeed, we have the \textit{Bruhat decomposition} \(^{[11]}\)

\[ G = P \sqcup PwP \]

Indeed, the \textit{big cell} \( PwP \) is exactly the collection of \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) with \( c \neq 0 \). To prove \( G \)-invariance of the given measure, it suffices to prove invariance under

\[ w : x + iy \rightarrow \frac{-1}{x + iy} = \frac{-x}{x^2 + y^2} + i \frac{y}{x^2 + y^2} \]

The jacobian determinant is

\[
\det \begin{pmatrix}
\frac{\partial}{\partial x} -x & \frac{\partial}{\partial y} y \\
\frac{\partial}{\partial x} -x & \frac{\partial}{\partial y} y
\end{pmatrix} = \det \begin{pmatrix}
\frac{-1}{x^2 + y^2} + \frac{2x^2}{(x^2 + y^2)^2} & \frac{-2xy}{(x^2 + y^2)^2} \\
\frac{2xy}{(x^2 + y^2)^2} & \frac{1}{x^2 + y^2} - \frac{2y^2}{(x^2 + y^2)^2}
\end{pmatrix}
\]

\[
= (x^2 + y^2)^{-2} \cdot \det \begin{pmatrix}
-(x^2 + y^2)^2 + 2x^2 \\
2xy \\
(x^2 + y^2)^2 - 2y^2
\end{pmatrix}
\]

\[
= (x^2 + y^2)^{-2} \cdot \left( - (x^2 + y^2)^2 + 2(x^2 + y^2)^2 - 4x^2 y^2 + 4x^2 y^2 \right) = 1
\]

giving invariance. \(/ / /

\[8.1.3\] Remark: Such a computation should \textit{not} be misunderstood as suggesting anything miraculous about this outcome. As noted earlier, in fact the full \( G \)-invariance of a \( P \)-invariant measure on \( G/K \) is inevitable, from a somewhat more sophisticated viewpoint.

\(^{[10]}\) In reality, from a slightly more sophisticated viewpoint, we could almost-immediately obtain the invariant measure on \( \mathcal{S} \approx SL_2(\mathbb{R})/SO(2, \mathbb{R}) \) from Haar measure on \( P \) and \( K \) in an \textit{Iwasawa decomposition} \( G = PK \). Here, \( P \) would be the group generated by translations and dilations, and \( K = SO(2, \mathbb{R}) \). Nevertheless, we give an explicit computation to see that the translation-and-dilation-invariant measure is fully invariant.

\(^{[11]}\) For \( G = SL_2(\mathbb{R}) \), this decomposition was known long before F. Bruhat’s work, but it was only in the 1950s and 1960s that Bruhat and others saw the relevance of such decompositions even in more general \textit{semi-simple} and \textit{reductive} Lie groups and \( p \)-adic groups, for representation theory.
[8.2] Petersson inner products  Because \( \text{Im}(\gamma z) = \text{Im}(z)/|cz+d|^2 \), for two elliptic modular forms \( f, g \) of weight \( 2k \), the function \( f(z)\overline{g(z)}|y|^{2k} \) is \( \Gamma = SL_2(\mathbb{Z}) \)-invariant, thus descends to the quotient \( \Gamma \backslash H \).

Let \( F \) be the standard fundamental domain for \( SL_2(\mathbb{Z}) \). The Petersson inner product on holomorphic modular forms of weight \( 2k \) can be written

\[
\langle f, g \rangle = \int_{\Gamma \backslash H} f(z) \overline{g(z)} \frac{dx \, dy}{y^2} = \int_{F} f(z) \overline{g(z)} \frac{dx \, dy}{y^2}
\]

We have seen that cuspforms are exponentially decreasing as \( y \to +\infty \), so the integral over \( F \) is absolutely convergent.

[8.2.1] Remark:  There is an issue of what is being integrated-over. Since \( f(z)\overline{g(z)}|y|^{2k} \) is \( \Gamma \)-invariant, integrating it over any fundamental domain for \( \Gamma \) will give the same result. In fact, it is better to describe an intrinsic way to integrate functions on the quotient \( \Gamma \backslash H \), without choosing or knowing any fundamental domain. Nevertheless, for the moment, it suffices to think of the integral on \( \Gamma \backslash H \) as being an integral over a fundamental domain such as \( F \).

[8.3] Holomorphic Poincaré series  The holomorphic Eisenstein series of weight \( 2k \) are explicit, and complement the cuspforms inside the space of holomorphic modular forms of weight \( 2k \) for \( \Gamma = SL_2(\mathbb{Z}) \). Holomorphic Poincaré series are more complicated constructions producing cuspforms.

In terms of the operator \( (f|_{2k}\gamma)(z) = (cz+d)^{-2k}f(\gamma z) \), the holomorphic Eisenstein series can be expressed

\[
E_{2k} = \sum_{\gamma \in \Gamma \backslash \Gamma} 1|_{2k}\gamma = \frac{1}{2} \sum_{\text{coprime } c,d} \frac{1}{(cz+d)^{2k}} \quad \text{(with } \Gamma_{\infty} = \begin{pmatrix} * & * \\ 0 & * \end{pmatrix} \subseteq \Gamma = SL_2(\mathbb{Z})\)}
\]

Using a more rapidly decreasing \( \Gamma_{\infty} \)-invariant function \( e^{2\pi inz} \) in place of \( 1 \), but still invariant under \( \Gamma_{\infty} \), the \( n^{th} \) Poincaré series \( P_n(z) \) with \( n \geq 1 \) is

\[
P_n(z) = \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} e^{2\pi in\text{Im}(\gamma z)}|_{2k}\gamma = \frac{1}{2} \sum_{\text{coprime } c,d} e^{2\pi in\frac{cz+d}{cz+d}^{2k}} \quad \text{(with } a, b \text{ such that } ad-bc=1\)}
\]

Since

\[
\left| e^{2\pi in\gamma(z)} \right| = e^{-2\pi n\text{Im}(\gamma z)} \leq \frac{1}{|cz+d|^{2k}} \quad \text{(for } y > 0)\]

absolute convergence of Poincaré series, uniformly on compacts, follows from that of the Eisenstein series.

[8.3.1] Claim:  The holomorphic Poincaré series \( P_n \) with \( n \geq 1 \) are cuspforms.

Proof:  Holomorphic cuspforms of weight \( 2k \) are rapidly decreasing as \( y \to +\infty \), while from the Fourier expansion and easy estimates, \( E_{2k}(x+iy) \) goes to \( 1 \) as \( y \to +\infty \). Thus, it suffices to show that Poincaré series go to \( 0 \) as \( y \to \infty \).

The subsum over terms with \( c \neq 0 \) is readily estimated in absolute value:

\[
\sum_{\text{coprime } c,d; c \neq 0} \left| e^{2\pi in\frac{cz+d}{cz+d}^{2k}} \right| \leq \sum_{c \neq 0, d \in \mathbb{Z}} \frac{1}{|cz+d|^{2k}} = \sum_{c \neq 0, d \in \mathbb{Z}} \frac{1}{((cx+d)^2+(cy)^2)^k}
\]

A sum of this form is dominated by the obvious integral:

\[
\sum_{d \in \mathbb{Z}} \frac{1}{((cx+d)^2+(cy)^2)^k} \ll \int_{\mathbb{R}} \frac{dt}{(t^2+(cy)^2)^k} = \frac{1}{|cy|^{2k-1}} \int_{\mathbb{R}} \frac{dt}{(t^2+1)^k} \ll \frac{1}{|cy|^{2k-1}} \int_{\mathbb{R}} \frac{dt}{(t^2+1)^k}
\]
The sum over \( c \neq 0 \) is bounded by a constant multiple of \( 1/y^{2k-1} \). This goes to 0 as \( y \to +\infty \) for \( 2k > 2 \).

The subsum with \( c = 0 \) is just \( e^{2\pi i n x} \), which goes to 0 as \( y \to +\infty \), for \( n > 0 \). Thus, \( P_n(z) \) is a holomorphic cuspform.

Every linear functional \( \lambda \) on a finite-dimensional inner-product space \( V \) is of the form \( \lambda(v) = \langle v, v_\lambda \rangle \) for unique \( v_\lambda \in V \). The linear functionals \( \sum_n c_ne^{2\pi i n z} \to c_n \) are essentially given by Poincaré series:

\[ \sum_n c_ne^{2\pi i n z} = c_0 \sum_n c_ne^{2\pi i n z} e^{-2\pi i ny} \]

\[ \sum_n c_ne^{2\pi i n z} \to c_n \]

\[ \langle f, P_m \rangle = m^{1-2k} \cdot c_m \cdot \frac{\Gamma(2k-1)}{(4\pi)^{2k-1}} \]

**Proof:** This is a direct computation:

\[ \langle f, P_m \rangle = \int_{\Gamma \setminus \mathcal{D}_0} f(z) \left( \sum_{\gamma \in \Gamma_\infty \setminus \Gamma} e^{2\pi i \gamma z} \right) y^{2k} \frac{dx \, dy}{y^2} = \int_{\Gamma_\infty \setminus \delta} f(z) e^{2\pi i mz} y^{2k} \frac{dx \, dy}{y^2} \]

by unwinding: for any irredundant representatives \( \{ \gamma \} \) for \( \Gamma_\infty \setminus \Gamma \), and for any fundamental domain \( F \) for \( \Gamma \), \( \bigcup \gamma F \) is a fundamental domain for \( \Gamma_\infty \), since

\[ \bigcup_{\delta \in \Gamma_\infty} \delta \left( \bigcup_{\gamma \in \Gamma_\infty \setminus \Gamma} \gamma F \right) = \bigcup_{\delta \in \Gamma_\infty} \delta \gamma F = \bigcup_{\gamma \in \Gamma} \gamma F = \delta \]

With a simple choice of fundamental domain for \( \Gamma_\infty \), namely, \( \{ z : 0 \leq x \leq 1, \; 0 < y < +\infty \} \), the integral is

\[ \int_{y=0}^{\infty} \int_{x=0}^{1} \sum_n c_ne^{2\pi i nx} e^{-2\pi i mx} e^{-2\pi i ny} y^{2k} \frac{dx \, dy}{y^2} = \int_{y=0}^{\infty} \int_{x=0}^{1} c_n e^{-2\pi i ny} e^{2\pi i nx} e^{-2\pi i mx} e^{-2\pi i ny} y^{2k} \frac{dx \, dy}{y^2} \]

\[ = \int_{y=0}^{\infty} c_m e^{-2\pi i ny} e^{-2\pi i ny} y^{2k} \frac{dy}{y} = c_m \int_{y=0}^{\infty} y^{2k-1} e^{-2\pi i ny} \frac{dy}{y} = c_m \cdot \frac{\Gamma(2k-1)}{(4\pi)^{2k-1}} \]

by mutual orthogonality of distinct exponentials in \( x \).

**8.4 Self-adjointness of Hecke operators**

The Hecke operators \( T_m \) on weight \( 2k \) holomorphic cuspforms are provably self-adjoint with respect to the Petersson inner product. They commute with each other, so there is an orthonormal basis of simultaneous Hecke eigenvectors, whose \( L \)-functions have Euler products.

The seemingly elementary but unexplanatory arguments for the self-adjointness will not be given here. Rather, a more modern proof is given in a supplement. The idea can be introduced as follows.

\[ \text{This linear algebra fact is readily verified: given a non-zero linear functional } \lambda \text{ on a finite-dimensional inner-product space } V, \text{ there is } v_0 \text{ orthogonal to } \ker \lambda \text{ and such that } \lambda(v_0) = 1. \text{ For } v \in V, v - \lambda(v) \cdot v_0 \text{ is in the kernel of } \lambda, \text{ so is orthogonal to } v_0. \text{ Then } \]

\[ 0 = \langle v - \lambda(v) \cdot v_0, v_0 \rangle = \langle v, v_0 \rangle - \lambda(v) \langle v_0, v_0 \rangle \]

shows that \( \lambda(v) = \langle v, v_1 \rangle \) for \( v_1 = v_0/\langle v_0, v_0 \rangle \).

\[ \text{Here more modern merely means post-1960.} \]
Since $T_{mn} = T_m \circ T_n$ for coprime $m, n$, it suffices to show that the $p$-power Hecke operators $T_{p^\ell}$ are self-adjoint for prime powers $p^\ell$. As noted earlier, a complication in the definition of Hecke operators is that the summands in $T_{p^\ell}f$ are not modular forms of level one, that is, not for $\Gamma(1) = SL_2(\mathbb{Z})$, but mostly of higher level $p^\ell$, that is, only for the congruence subgroup

$$\Gamma(p^\ell) = \{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \mod p^\ell \}$$

For $\ell$ unbounded, there is no bound on the level of the summands. This suggests considering the larger space inner-product space $V$ of weight $2k$ holomorphic cuspforms for all prime-power congruence subgroups $\Gamma(p^\ell)$. In the supplement, we show that the group $GL_2(\mathbb{Q}_p)$, with $\mathbb{Q}_p$ the $p$-adic rational numbers, acts reasonably on $V$, and the $p$-power Hecke operators can be rewritten as integral operators whose adjoints are easily determined by a change-of-variables.

Such a discussion also introduces the role of representation theory of the groups $GL_2(\mathbb{Q}_p)$ in the theory of modular forms. In that context, an invariant measure on $GL_2(\mathbb{Q}_p)$ is needed, and is easily provided. In that context, we also clarify the invariant measure on $\mathfrak{f}$ as arising from an invariant measure on $GL_2(\mathbb{R})$. See the supplement for this discussion.

---
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