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Last time

• Total Variation (TV) regularized denoising

Today

• Multi-dimensional DFT

• Image denoising

Reminder

• Homework 3 due on Friday.



Higher dimensions

Let

Zd
n = Zn ⇥ Zn ⇥ · · ·⇥ Zn| {z }

d times,

where d � 1. Each k 2 Zd
n has d components

k = (k(1), k(2), . . . , k(d)).

We denote the dot product of k, ` 2 Zd
n by

k · ` =
dX

j=1

k(j)`(j).

We denote by L2(Zd
n) the space of function f : Zd

n ! C equipped with the inner

product

hf, gi =
X

k2Zd
n

f(k)g(k).

We also have the induced norm kfk2 = hf, fi.



Convolution

The discrete cyclic convolution of f, g 2 L2(Zd
n) is given by

(f ⇤ g)(k) =
X

`2Zd
n

f(`)g(k � `).

Note that the sums above are short-hand for d sums, and we have

X

k2Zd
n

=
n�1X

k(1)=0

n�1X

k(2)=0

· · ·
n�1X

k(d)=1

.



Multi-dimensional DFT

Definition 1. The (multi-dimensional) Discrete Fourier Transform (DFT) is the

mapping D : L2(Zd
n) ! L2(Zd

n) given by

(1) Df(k) =
X

`2Zd
n

f(`)e�2⇡ik·`/n.

The (mult-dimensional) Inverse Discrete Fourier Transform (IDFT) is the mapping

D�1 : L2(Zd
n) ! L2(Zd

n) given by

(2) D�1f(`) =
1

nd

X

k2Zd
n

f(k)e2⇡ik·`/n.



Reduction to one dimension

It is important to point out that the multi-dimensional DFT can be viewed as

applying d one dimensional DFTs to the individual coordinates. Indeed, we consider

the case of d = 2 where we can write

Df(k) = Df(k(1), k(2))

=
n�1X

`(1)=0

n�1X

`(2)=0

f(`(1), `(2))e�2⇡i(k(1)`(1)+k(2)`(2))/n

=
n�1X

`(1)=0

e�2⇡ik(1)`(1)/n

0

@
n�1X

`(2)=0

f(`(1), `(2))e�2⇡ik(2)`(2)/n

1

A

| {z }
One dimensional DFT in `(2)

| {z }
One dimensional DFT in `(1)

.

In terms of images, we can think that the two dimensional DFT is just taking the

one dimensional DFT of the rows, and then the one dimensional DFT of the columns

(or vice versa).



Basic properties

Theorem 2. For every f 2 L2(Zd
n) we have f = DD�1f = D�1Df . Furthermore,

the following properties hold for each f, g 2 L2(Zd
n).

(i) hf, gi = 1
nd hDf,Dgi,

(ii) kfk2 = 1
nd kDfk2,

(iii) D(f ⇤ g) = Df · Dg.

Exercise 3. Prove Theorem 2. 4



Discrete derivatives

Let e1, e2, . . . , ed 2 Rd
be the standard basis vectors in Rd

. We define the forward

difference in the jth direction, r+
j : L2(Zd

n) ! L2(Zd
n), by

r+
j u(k) = u(k + ej)� u(k).

Similarly, the backward difference r�
j by

r�
j u(k) = u(k)� u(k � ej).

The discrete Laplacian � is defined by

�u =
dX

j=1

r+
j r

�
j u.



Integration (summation) by parts formulas

Proposition 4. For all u, v 2 L2(Zd
n) and j = 1, 2, . . . , d, the following hold.

(i) hr�
j u, vi = �hu,r+

j vi

(ii) hr+
j u, vi = �hu,r�

j vi

(iii) h�u, vi = hu,�vi

Exercise 5. Prove Proposition 4. 4

Exercise 6. Complete the following exercises.

(i) Show that D(r�
j f)(k) = (1� !�k(j))Df(k), where ! = e2⇡i/n.

(ii) Show that D(r+
j f)(k) = (!k(j)�1))Df(k).

(iii) Show that

D(�f)(k) = 2Df(k)
dX

j=1

(cos(2⇡k(j)/n)� 1). 4



Image denoising

We consider gradient regularized image denoising:

(3) min
u2L2(Zd

n)
E�(u) =

1

2
ku� fk2 + �

dX

j=1

k�(r�
j u)k1,

where f 2 L2(Zd
n) is the noisy image and the denoised image is the minimizer u.

The function � : R ! R is twice continuously differentiable, convex, and satisfies

�(0) = 0. We also recall that since these conditions imply � is nonnegative, we have

k�(r�
j u)k1 =

X

k2Zd
n

�(r�
j u(k))).

The choice of �(t) = 1
2 t

2
leads to Tikhonov image denoising, while �(t) = |t| (or

the regularized �(t) =
p
t2 + "2) leads to Total Variation (TV) regularization.



The Euler-Lagrange equation

As before, we compute

d

dt

���
t=0

E�(u+ tv) =
d

dt

���
t=0

2

41
2
ku+ tv � fk2 + �

dX

j=1

k�(r�
j u+ tr�

j v)k1

3

5

= hu� f, vi+ �
dX

j=1

h�0(r�
j u),r

�
j vi

= hu� f, vi � �
dX

j=1

hr+
j �

0(r�
j u), vi

= hrE(u), vi,

where

rE�(u) = u� f � �
dX

j=1

r+
j �

0(r�
j u).



Tikhonov regularization

For Tikhonov regularization, �(t) = 1
2 t

2
, �0(t) = t and the Euler-Lagrange equation

is

u� ��u = f.

Solution via DFT:









Total Variation (or general) Regularization

For general nonlinear �, we use gradient descent, which iterates

uj+1 = uj � dtrE(uj)

= uj � dt

 
uj � �

dX

m=1

r+
m�0(r�

muj)� f

!
.

Von Neumann stability analysis:









Image denoising (.ipynb)

https://colab.research.google.com/drive/1JY8ZS4bPLQSL6rYTM-ceUo1UFQHw7zWO?usp=sharing

