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Abstract

We consider the one-dimensional linear free space Schrödinger equation on a bounded interval subject to homogeneous linear boundary conditions. We prove that, in the case of pseudoperiodic boundary conditions, the solution of the initial-boundary value problem exhibits the phenomenon of revival at specific (“rational”) times, meaning that it is a linear combination of a certain number of copies of the initial datum. Equivalently, the fundamental solution at these times is a finite linear combination of delta functions. At other (“irrational”) times, for suitably rough initial data, e.g., a step or more general piecewise constant function, the solution exhibits a continuous but fractal-like profile. Further, we express the solution for general homogenous linear boundary conditions in terms of numerically computable eigenfunctions. Alternative solution formulas are derived using the Uniform Transform Method (UTM), that can prove useful in more general situations. We then investigate the effects of general linear boundary conditions, including Robin, and find novel “dissipative” revivals in the case of energy decreasing conditions.

1 Introduction

The one-dimensional linear free space Schrödinger equation

\[ iu_t = u_{xx} \]  

(1)

is arguably the simplest dispersive (complex-valued) partial differential equation, possessing a quadratic dispersion relation \( \omega(\kappa) = \kappa^2 \) that relates the wave number (spatial frequency) \( \kappa \) to the temporal frequency \( \omega \) [22]. It arises as the most basic equation in Schrödinger’s mathematical formalism of quantum mechanics [16]. The term “free space” refers to the fact that it models quantum mechanical effects in a one-dimensional flat, empty space, i.e., with zero potential. For simplicity, from hereon we will usually refer to (1) as the “linear Schrödinger equation.” It also arises as the linearisation of a variety of important nonlinear equations, most notably the (generalised) nonlinear Schrödinger (NLS) equation

\[ iu_t(t, x) + u_{xx}(t, x) \pm |u(t, x)|^p u(t, x) = 0, \]  

(2)

in which the particular case \( p = 2 \) is a well-known integrable partial differential equation supporting soliton solutions [7]. As such, the NLS equation is important in a large variety of application areas.
— in particular, whenever the modulation of nonlinear wave trains is considered. Indeed, it has been derived in such diverse fields as waves in deep water [24], plasma physics [25], nonlinear fibre optics [10, 11], magneto-static spin waves [26], and many other settings. The linear Schrödinger equation (1) describes the behaviour of solutions of the NLS equation (2) in the small amplitude limit, and hence a complete understanding of its dynamics is essential to the analysis of the more complicated nonlinear problem.

In the early 1990’s, Michael Berry and collaborators [2, 3, 4] discovered the remarkable dynamics exhibited by solutions to the free space linear Schrödinger equation on circular domains, which they named after a 1835 optical experiment of the Victorian scientist William Henry Fox Talbot [19]. The Talbot effect is manifested in the quantum mechanical setting through the behaviour of rough solutions when subject to periodic boundary conditions. The evolution of a piecewise constant initial profile, e.g., a step function, “fractalises” into a continuous profile having a fractal form and dimension at irrational times (relative to the circumference of the circle) but “quantises” into other piecewise constant profiles at rational times; see also the introductory quantum mechanics text by Thaller, [20]. As shown in [14], similar phenomena appear in periodic solutions to linear evolution equations with “integral” polynomial dispersion relations, including the linearised Korteweg–deVries equation, as well as (integro-)differential equations with asymptotically polynomial dispersion relation, including the linearised Benjamin-Ono and integrable Boussinesq equations, although in the latter cases the quantised solutions are piecewise smooth but non-constant between cusps. The precise mathematical characterization of these cusped profiles remains mysterious. In [5], these phenomena were shown to extend to nonlinear dispersive wave equations on periodic domains, both integrable and non-integrable, including the generalised NLS and Korteweg–deVries equations.

Another important manifestation of the Talbot effect is the phenomenon of revival, which means that, at a rational time, the fundamental solution, i.e., that induced by a delta function initial condition, localises into a finite linear combination of delta functions. This has the striking consequence that the solution to any initial value problem at rational times is a finite linear combination of translates of the initial data and hence its value at any point on the periodic domain depends only upon finitely many of the initial values! The term “revival” is based on the experimentally observed phenomenon of quantum revival [4, 21, 23] in which an electron initially concentrated at a single location of its orbital shell is, at rational times, re-concentrated at a finite number of orbital locations.

To date, these investigations have concentrated on periodic boundary conditions, and the main goal of the present paper is to move beyond the periodic cases and ascertain to what extent these phenomena depend upon the underlying boundary conditions. We will fix our attention on the free space linear Schrödinger equation, leaving investigation of other models, including the linear Korteweg–deVries equation and nonlinear counterparts of both, to future research.

Note first that, for the second order Schrödinger equation, Dirichlet, Neumann, or mixed boundary conditions can be recast as periodic boundary conditions by suitably doubling or quadrupling the length of the interval, and thus will exhibit similar revivals and fractalization. In such cases, the resulting periodic initial data is constructed from both shifts (translates) and reflections, under $x \mapsto -x$, of the original initial datum; hence the revival in such cases will also involve shifts and reflections. To move beyond such situations, we extend the analysis to more general types of boundary conditions. We are mostly concerned with pseudoperiodic boundary conditions, and show that the solutions to such problems exhibit the revival/fractalization rational/irrational dichotomy, the rationality of the time depending on the length of the interval; see equation (15).
The penultimate section will further extend the analysis to general homogeneous linear boundary conditions, which include Robin conditions. Here we observe a range of interesting phenomena that depend upon the precise form of the boundary conditions. In particular, conservation of the energy ($L^2$ norm) appears to be required for revival and fractalization. Energy-dissipating boundary conditions lead to a novel form of revival, in which the translated and, possibly, reflected versions of the initial conditions are subjected to a dissipative-like decay in magnitude before being combined to form the solution at rational times. In particular, by studying numerical experiments, it appears that piecewise constant and piecewise linear initial data produces piecewise linear solutions at rational times of decreasing overall magnitude. On the other hand, unstable and ill-posed systems produce exponentially growing modes that rapidly dominate the solution dynamics.

In the future, we plan to extend our analysis to the linear Schrödinger equation with a nonzero potential, which has not been investigated at all so far, even in the periodic case. Furthermore, in accordance with the numerical results in [5], we expect a similar range of phenomena to extend to the generalised NLS equation, both integrable and nonintegrable. Further investigations of the effect of boundary conditions on the solutions to the linearized and nonlinear Korteweg-deVries equation, and other dispersive equations with non-polynomial dispersion relations will also be of great interest.

Remark. This paper includes still shots of a variety of solutions at selected times. Julia code for generating the movies, which are even more enlightening, can be found on the web page:

http://www.math.umn.edu/~olver/lseq.html

2 The Linear Schrödinger Equation

Most of the paper will be concerned with the linear Schrödinger equation subject to what we call pseudoperiodic boundary conditions on an interval $0 \leq x \leq L$:

$$\begin{align*}
i u_t + u_{xx} &= 0, \\
u(0, x) &= u_0(t), \\
\beta_0 u(t, 0) &= u(t, L), \\
\beta_1 u_x(t, 0) &= u_x(t, L),
\end{align*}$$

$(t, x) \in [0, T] \times [0, L]$. (3)

Here $\beta_0, \beta_1$ are (possibly complex) constants. The previously studied case of periodic boundary conditions corresponds to $\beta_0 = \beta_1 = 1$.

We apply generalised eigenfunction analysis to construct solution formulae and understand their resulting dynamical behaviour. As shown below, the eigenvalues $\lambda_j = -i\kappa_j^2$ are determined by the vanishing of the discriminant of the quasiperiodic problem, which will be seen to take the following form:

$$\Delta(\kappa) = e^{-i\kappa L}(\beta_1 + \beta_0) + e^{i\kappa L}(\beta_1 + \beta_0) - 2(1 + \beta_0\beta_1),$$

$$= 2(\beta_0 + \beta_1) \cos(\kappa L) - 2(1 + \beta_0\beta_1).$$

Observe that the zeros of the discriminant are given by

$$Z_\Delta = \{\kappa \in \mathbb{C} : \Delta(\kappa) = 0\} = \{\kappa_j, -\kappa_j : j \in \mathbb{Z}\},$$

where

$$\kappa_j = \kappa_0 + \frac{2j\pi}{L}, \quad \text{with} \quad \kappa_0 = \frac{1}{L} \arccos\left(\frac{1 + \beta_0\beta_1}{\beta_0 + \beta_1}\right).$$

(6)
For simplicity of presentation, we will impose the further restriction that \( \kappa_0 \neq j\pi/L \) for \( j \in \mathbb{Z} \), which implies that the zeros of \( \Delta \) are all simple and that \( 0 \notin Z_\Delta \). In this case, we decompose the discriminant locus into
\[
Z_\Delta = Z_\Delta^+ \cup Z_\Delta^-
\]
where
\[
Z_\Delta^+ = \{ \kappa \in Z_\Delta : \text{Re}(\kappa) > 0 \}, \quad Z_\Delta^- = \{ \kappa \in Z_\Delta : \text{Re}(\kappa) < 0 \}.
\]
Given the discriminant roots (6), define
\[
\gamma = e^{i\kappa_j L} = e^{i\kappa_0 L} = \frac{1 + \beta_0 \beta_1}{\beta_0 + \beta_1} + i \sqrt{1 - \left(\frac{1 + \beta_0 \beta_1}{\beta_0 + \beta_1}\right)^2} = \frac{1 + \beta_0 \beta_1 + i \sqrt{(\beta_1^2 - 1)(1 - \beta_0^2)}}{\beta_0 + \beta_1},
\]
which is a complex number that is independent of \( j \in \mathbb{Z} \). Formula (8) is valid for all \( \beta_0, \beta_1 \in \mathbb{C} \) such that
\[
1 + \beta_0 \beta_1 \in \mathbb{C} \setminus (-\infty, -1) \cup (1, \infty).
\]
For values of \( \beta_0, \beta_1 \) on the branch cut, similar formulas for \( \gamma \) are provided by (4.23.24) and (4.23.25) in [13]. Note that the definition of \( \gamma \) implies
\[
\frac{\gamma - \beta_0}{\beta_0 - \gamma} = \frac{\gamma - \beta_1}{\gamma - \beta_1},
\]
which we will use extensively below. Finally, for later use, we let
\[
\delta = \frac{(\beta_0 - \beta_1)}{\gamma((\beta_0 + \beta_1)\gamma - 2)}, \quad \tau = \frac{(1 + \beta_0 \beta_1)(\gamma^2 + 1) - 2\gamma(\beta_0 + \beta_1)}{(\beta_0 \gamma - 1)(\beta_1 \gamma - 1)}.
\]

The initial-boundary value problem (3) is well-posed if and only if the zeros of \( \Delta \) are all real, i.e., provided \( \kappa_0 \in \mathbb{R} \) is a real constant, and this will be assumed throughout. (Indeed, if \( \kappa_0 \) is complex, then the system has an infinite number of unstable modes, and is hence ill-posed.) If \( \beta_0, \beta_1 \in \mathbb{R} \), the reality requirement reduces to \( |1 + \beta_0 \beta_1| \leq |\beta_0 + \beta_1| \). In particular, the zeros are all real when the problem is self-adjoint with respect to the \( L^2 \) inner product
\[
\langle f ; g \rangle = \frac{1}{L} \int_0^L f(x) g(x) \, dx,
\]
which occurs if and only if
\[
\overline{\beta_0} \beta_1 = 1.
\]
If this requirement is satisfied, the \( L^2 \) norm of the solution is constant, and we call the boundary conditions energy conserving.

Given an \( L^2 \) function \( \phi : \mathbb{R} \to \mathbb{C} \), we denote its Fourier transform by
\[
\hat{\phi}(\kappa) = \mathcal{F}[\phi](\kappa) = \int_{-\infty}^{\infty} e^{-i\kappa x} \phi(x) \, dx.
\]
For a function \( f : [0,L] \to \mathbb{C} \) defined on a bounded interval, one extends it to vanish outside the interval, leading to its (bounded) Fourier transform
\[
\tilde{f}(\kappa) = \mathcal{F}[f](\kappa) = \int_0^L e^{-i\kappa x} f(x) \, dx.
\]
2.1 Revival at rational times

For an initial-boundary value problem on an interval of length $L$, a time $t > 0$ will be designated as rational if

$$t = \frac{L^2}{4\pi} r, \quad \text{where} \quad r = \frac{p}{q} \in \mathbb{Q}^+.$$  \hspace{1cm} (15)

Note that one can also treat negative times by the simple discrete symmetry $t \mapsto -t$, $u \mapsto \bar{u}$. We always take the positive integers $p, q \in \mathbb{Z}^+$ to have no common factors. The extra factor of 4 is introduced for later convenience, and is explained in detail in the following section. Our main result, which follows from Theorem 2.1 below, establishes the existence of revivals for solutions $u(t, x)$ to the initial-boundary value problem (3) in which the solution profile at rational times is a finite linear combination of certain shifts (translations) and reflections (under $x \mapsto -x$) of the piecewise smooth initial datum $u_0(x) = u(0, x)$.

Given a rational time as in (15), let

$$\alpha = \exp(\pi i/q)$$ \hspace{1cm} (16)

be the primitive $2q$th root of unity. Define the piecewise smooth functions $\phi, \psi : [0, L] \to \mathbb{C}$ to be the following linear combinations of translates of the initial datum $u_0(x)$ on smaller subintervals. Given $x$ such that

$$\left(1 - \frac{\ell}{q}\right)L \leq x \leq \left(1 - \frac{\ell-1}{q}\right)L, \quad \text{for some} \quad \ell \in \{1, 2, \ldots, q\},$$

we set

$$\phi(x) = \frac{1}{q} \sum_{m=0}^{\ell-1} \gamma \frac{m}{q} u_0\left(x + \frac{Lm}{q}\right) \sum_{n=0}^{q-1} \alpha^{-2nm - pn^2} + \frac{1}{q} \sum_{m=\ell}^{q-1} \gamma \frac{m}{q} u_0\left(x + \frac{Lm}{q} - L\right) \sum_{n=0}^{q-1} \alpha^{-2nm - pn^2} \hspace{1cm} (17a)$$

and

$$\psi(x) = \frac{1}{q} \sum_{m=0}^{\ell-1} \frac{m}{q} u_0\left(x + \frac{Lm}{q}\right) \sum_{n=0}^{q-1} \alpha^{2nm - pn^2} + \frac{1}{q} \sum_{m=\ell}^{q-1} \frac{m}{q} u_0\left(x + \frac{Lm}{q} - L\right) \sum_{n=0}^{q-1} \alpha^{2nm - pn^2}. \hspace{1cm} (17b)$$

When $\ell = q$, the above sums over $m$ from $\ell$ to $q-1$ are empty. Observe that the resulting functions $\phi(x), \psi(x)$ are well defined at each point $x \in [0, L]$, since their values at the common endpoints of these intervals match. Let $\hat{\phi}(\kappa), \hat{\psi}(\kappa)$, denote their bounded Fourier transforms, as in (14). With these definitions in hand, we are now able to state the main theorem characterizing revivals in the pseudoperiodic initial-boundary value problem for the linear Schrödinger equation.

**Theorem 2.1.** Given piecewise smooth initial data $u_0 : [0, L] \to \mathbb{C}$, the solution $u(t, x)$ to the initial-boundary value problem (3) at rational time $t = L^2 p/(4\pi q)$ is given by

$$u\left(\frac{L^2 p}{4\pi q}, x\right) = e^{i\kappa_0^2 L^2 p/(4\pi q)} F\left(x; -\frac{\kappa_0^2 L^2 p}{2\pi q}\right), \hspace{1cm} (18)$$

where

$$F(x; s) = \frac{1}{L} \sum_{j \in \mathbb{Z}} e^{i\kappa_j s} \left[\frac{(\beta_0 + \beta_1)\gamma - 2}{(\beta_0 + \beta_1)(\gamma - \gamma^{-1})} \right] \left[\hat{\phi}(\kappa_j) + \delta \hat{\psi}(-\kappa_j)\right], \hspace{1cm} (19)$$

with $\gamma, \delta, \phi, \psi$ defined in (8), (10), and (17), respectively.
As we will see, the terms in [18] involving \( \hat{\phi}(\kappa_j) \) will correspond to shifts of the initial data, while those involving \( \hat{\psi}(-\kappa_j) \) correspond to reflections thereof. Note if the linear Schrödinger equation is supplied with \( C^2 \) initial datum which satisfies the pseudoperiodic boundary conditions, then it may be expected that the solution remains \( C^2 \) for all time. However, our characterisation in Theorem 2.1 in terms of shifts of the initial datum may initially appear to contradict this. In fact, the precise shift operator employed, including using \( \gamma \) to shift the phase at the interface, ensures that \( \phi, \psi, F \) are all \( C^2 \). Further interpretation of this result, both analytical and numerical, appears below.

### 2.2 Solution representation — generalised Fourier series

In this subsection, we solve our initial-boundary value problem (3) by use of a generalised eigenfunction series [15]

\[
u(t, x) = \sum_{j \in \mathbb{Z}} c_j e^{-\imath \kappa_j t} X_j(x).
\]  

Here, \(-\imath \kappa_j^2\) are the eigenvalues whose corresponding eigenfunctions \( X_j(x) \) solve the pseudoperiodic boundary value problem

\[
X_j''(x) + \kappa_j^2 X_j(x) = 0, \quad \beta_0 X_j(0) = X_j(L), \quad \beta_1 X_j'(0) = X_j'(L).
\]  

A straightforward calculation proves that (21) admits a nonzero eigensolution of the form

\[
X_j(x) = e^{\imath \kappa_j x} + \frac{\gamma - \beta_0}{\beta_0 - \gamma^{-1}} e^{-\imath \kappa_j x} = e^{\imath \kappa_j x} + \frac{\gamma - \beta_1}{\gamma^{-1} - \beta_1} e^{-\imath \kappa_j x},
\]  

with \( \kappa_j > 0 \) if and only if \( \kappa_j \in \mathbb{Z}^+ \) belongs to the zero locus of the discriminant.

Since the boundary value problem (21) is not, in general, self-adjoint, the eigenfunctions \( X_j \) on their own do not form an orthogonal system under the \( L^2 \) inner product. However, when paired with the dual eigenfunctions

\[
Y_k(x) = e^{\imath \pi x} + \frac{\gamma - 1/\beta_1}{1/\beta_1 - \gamma^{-1}} e^{-\imath \pi x} = e^{\imath \pi x} + \frac{\gamma - 1/\beta_0}{\gamma^{-1} - 1/\beta_0} e^{-\imath \pi x}
\]  

of the adjoint problem

\[
Y_k''(x) + \kappa_k^2 Y_k(x) = 0, \quad Y_k(0) = \beta_1 Y_k(L), \quad Y_k'(0) = \beta_0 Y_k'(L),
\]  

they form a biorthogonal system. That is,

\[
\langle X_j, Y_k \rangle = \begin{cases} 0, & j \neq k, \\ \tau, & j = k, \end{cases}
\]

where \( \tau \) is defined in [10].

Evaluating the eigenfunction series for the solution (20) at \( t = 0 \) and taking the inner product of both sides with \( Y_k \) we find the formulas for the Fourier coefficients:

\[
c_j = \frac{\langle u_0(x), Y_j(x) \rangle}{\langle X_j(x), Y_j(x) \rangle} = \frac{1}{\tau L} \left[ \widehat{u_0}(\kappa_j) + \frac{(\beta_1 - \gamma)}{\gamma(1 - \gamma \beta_1)} \widehat{u_0}(-\kappa_j) \right].
\]  

We conclude that the solution to the initial-boundary value problem is given by

\[
u(t, x) = \frac{1}{\tau L} \sum_{j \in \mathbb{Z}} e^{-\imath \kappa_j t} \left[ e^{\imath \kappa_j x} + \frac{(\gamma - \beta_0) e^{-\imath \kappa_j x}}{\beta_0 - \gamma^{-1}} \right] \left[ \widehat{u_0}(\kappa_j) + \frac{(\beta_1 - \gamma)}{\gamma(1 - \gamma \beta_1)} \widehat{u_0}(-\kappa_j) \right].
\]
2.3 Solution representation — Unified Transform Method

A powerful alternative for deriving useful representations for solutions to a broad range of linear (and integrable nonlinear) initial-boundary value problems is the Unified Transform Method (often abbreviated UTM), which is also known as the Fokas Method \([6, 8, 9]\). In this subsection, we apply the UTM to derive alternative explicit solution formulae for the problem in hand.

Assuming existence of a solution, the first step in the UTM is to multiply the differential equation by an exponential solution to the adjoint equation and expressing the result as a divergence, leading to the so-called local relations. In our case these take the form

\[
\left[ e^{-i\kappa x + \omega t} u \right]_t - \left[ e^{-i\kappa x + \omega (\kappa t)} (i u_x - \kappa u) \right]_x = 0, \tag{27}
\]

with \(\omega(\kappa) = i\kappa^2\). Integrating the local relation \((27)\) over the strip \([0, L] \times [0, T]\) and applying Green’s Theorem produces what are known as the global relations:

\[
0 = \widehat{u}_0(\kappa) - e^{\omega T} \widehat{u}(\kappa, T) + e^{-i\kappa L} \left[ i h_1(T, \omega) - \kappa h_0(T, \omega) \right] - \left[ i g_1(T, \omega) - \kappa g_0(T, \omega) \right], \tag{28}
\]

where

\[
\widehat{u}(t, \kappa) = \int_0^L e^{-i\kappa x} u(t, x) \, dx, \quad \widehat{u}_0(\kappa) = \int_0^L e^{-i\kappa x} u_0(x) \, dx,
\]

are the Fourier transforms \((14)\) of the solution and the initial data, respectively, while

\[
g_j(t, \omega) = \int_0^t e^{i\omega s} \partial_x^j u(s, x) \bigg|_{x=0} \, ds, \quad h_j(t, \omega) = \int_0^t e^{i\omega s} \partial_x^j u(s, x) \bigg|_{x=L} \, ds, \quad t \in [0, T], \quad j = 0, 1, \tag{29}
\]

are time transforms of the solution evaluated at the boundary. Formula \((28)\) is valid for all \(\kappa \in \mathbb{C}\); moreover, each term is entire in \(\kappa\). Because the functions \((29)\) depend on \(\kappa\) only through the dispersion relation \(\omega = i\kappa^2\), we can create a second equation also valid for all \(\kappa \in \mathbb{C}\) using the symmetry transformation \(\kappa \rightarrow -\kappa\), namely,

\[
0 = \widehat{u}_0(-\kappa) - e^{\omega T} \widehat{u}(-\kappa, T) + e^{i\kappa L} \left[ i h_1(T, \omega) + \kappa h_0(T, \omega) \right] - \left[ i g_1(T, \omega) + \kappa g_0(T, \omega) \right]. \tag{30}
\]

Rearranging, evaluating at \(T = t\), and inverting the Fourier transform in \((28)\), we find

\[
u(t, x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\kappa x - i\kappa^2 t} \widehat{u}_0(\kappa) \, d\kappa + \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\kappa(x - L) - i\kappa^2 t} \left[ i h_1(t, i\kappa^2) - \kappa h_0(t, i\kappa^2) \right] \, d\kappa
\]

\[
- \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\kappa x - i\kappa^2 t} \left[ i g_1(t, i\kappa^2) - \kappa g_0(t, i\kappa^2) \right] \, d\kappa. \tag{31}
\]

Here, the sum of all three integrals should be understood in the sense of a single Cauchy principal value integral. So far, equation \((31)\) is not an effective solution formula because it involves all the boundary data, and hence is not well determined by the imposed boundary conditions.

With some foresight, we will deform these integrals into the complex plane. Define the domains

\[
D^+ = \{ \kappa \in \mathbb{C} : \text{Re}(i\kappa^2) \leq 0, \ \text{Im} \kappa \geq 0 \}, \quad D^- = \{ \kappa \in \mathbb{C}^\pm : \text{Re}(i\kappa^2) \leq 0, \ \text{Im} \kappa \leq 0 \}, \tag{32}
\]

as plotted in Figure 1. Further, to avoid integrating through the zeros of the discriminant \((4)\), we introduce the subdomains

\[
\tilde{D}^\pm = D^\pm \setminus \bigcup_{\kappa \in \mathbb{Z}^\pm} \text{a small neighbourhood of } \kappa. \tag{33}
\]
Figure 1: The regions $D^+$ (solid red line) and $D^-$ (dashed green line) on the left and $\tilde{D}^+$ (solid red line), $\tilde{D}^-$ (dashed green line), $\tilde{E}^+$ (solid blue line), and $\tilde{E}^-$ (dashed purple line) on the right for the linear Schrödinger equation.

We will integrate around the boundaries with the orientation of the integration contour is such that the interior of the domain lies on the left, as in Figure 1, and thus find

$$u(t, x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx - i\kappa^2t} \hat{u}_0(\kappa) \, d\kappa - \frac{1}{2\pi} \int_{\partial D^-} e^{ik(x-L) - i\kappa^2t} \left[ ih_1(t, i\kappa^2) - \kappa h_0(t, i\kappa^2) \right] \, d\kappa$$

$$- \frac{1}{2\pi} \int_{\partial D^+} e^{ikx - i\kappa^2t} \left[ ig_1(t, i\kappa^2) - \kappa g_0(t, i\kappa^2) \right] \, d\kappa$$

$$+ \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx - i\kappa^2t} \hat{u}_0(\kappa) \, d\kappa - \frac{1}{2\pi} \int_{\partial \tilde{D}^-} e^{ik(x-L) - i\kappa^2t} \left[ i\hat{h}_1(t, i\kappa^2) - \kappa \hat{h}_0(t, i\kappa^2) \right] \, d\kappa$$

$$- \frac{1}{2\pi} \int_{\partial \tilde{D}^+} e^{ikx - i\kappa^2t} \left[ i\hat{g}_1(t, i\kappa^2) - \kappa \hat{g}_0(t, i\kappa^2) \right] \, d\kappa. \tag{34}$$

Using (28), (30), with $T$ replaced by $t$, and the pseudoperiodic boundary conditions (3), one can solve for $h_1, h_0, g_1,$ and $g_0$ in terms of $\hat{u}_0$ and $\hat{u}(T, \cdot)$. Substituting these into formula (34), and using Jordan’s Lemma and Cauchy’s theorem, [1], as is typical in the UTM, [6, 8, 9], we see that the terms involving $\hat{u}(T, \cdot)$ evaluate to 0, and our solution reduces to

$$u(t, x) = \frac{1}{2\pi} \left( \int_{-\infty}^{\infty} e^{ikx - i\kappa^2t} \hat{u}_0(\kappa) \, d\kappa - \int_{\partial \tilde{D}^-} \frac{e^{ik(x-L) - i\kappa^2t} \zeta^-(\kappa, t)}{\Delta(\kappa)} \, d\kappa - \int_{\partial \tilde{D}^+} \frac{e^{ikx - i\kappa^2t} \zeta^+(t, \kappa)}{\Delta(\kappa)} \, d\kappa \right), \tag{35}$$

where the notation

$$\zeta^+(t, \kappa) = ((\beta_0 + \beta_1) e^{i\kappa L} - 2) \hat{u}_0(\kappa) + (\beta_0 - \beta_1) e^{-i\kappa L} \hat{u}_0(-\kappa), \tag{36a}$$

$$\zeta^-(t, \kappa) = (2\beta_0 \beta_1 e^{i\kappa L} - \beta_0 - \beta_1) \hat{u}_0(\kappa) + (\beta_0 - \beta_1) \hat{u}_0(-\kappa), \tag{36b}$$
follows \[12, 17, 18\]. Note that
\[
\zeta^+(t, \kappa) - e^{-i\kappa L} \zeta^-(t, \kappa) = \bar{u}_0(\kappa) \Delta(\kappa).
\]

Further, set
\[E^+ \cup E^- = \{\kappa \in \mathbb{C}^\pm : \text{Re}(i\kappa^2) \geq 0\}\quad \text{and}\quad \bar{E}^\pm = E^\pm \setminus \bigcup_{\kappa \in \Delta}^{\kappa \in \mathbb{Z}_\Delta} \text{a small neighborhood of } \kappa,
\]
as in Figure 1. Let \(S(\mu, r)\) be the positively oriented boundary of a disc centred at \(\mu\) with small radius \(r\). Then equation (35) becomes
\[
u(t, x) = \frac{1}{2\pi} \left( \int_{\partial E^-} e^{i\kappa x - i\kappa^2 t} \frac{e^{-i\kappa L} \zeta^-(t, \kappa)}{\Delta(\kappa)} \, d\kappa + \int_{\partial E^+} e^{i\kappa x - i\kappa^2 t} \frac{\zeta^+(t, \kappa)}{\Delta(\kappa)} \, d\kappa \right) + \frac{1}{2\pi} \left( \sum_{\mu \in \mathbb{Z}^\Delta} \int_{S(\mu, r)} e^{i\kappa x - i\kappa^2 t} \frac{\zeta^+(\kappa, t)}{\Delta(\kappa)} \, d\kappa \right)
\]
\[
= \frac{1}{2\pi} \left( \int_{\partial E^-} e^{i\kappa x - i\kappa^2 t} \frac{e^{-i\kappa L} \zeta^-(t, \kappa)}{\Delta(\kappa)} \, d\kappa + \int_{\partial E^+} e^{i\kappa x - i\kappa^2 t} \frac{\zeta^+(t, \kappa)}{\Delta(\kappa)} \, d\kappa \right) + \frac{1}{2\pi} \left( \sum_{\mu \in \mathbb{Z}^\Delta} \int_{S(\mu, r)} e^{i\kappa x - i\kappa^2 t} \frac{\zeta^+(\kappa, t)}{\Delta(\kappa)} \, d\kappa \right) + \frac{1}{2\pi} \left( \sum_{\mu \in \mathbb{Z}^\Delta} \int_{S(\mu, r)} e^{i\kappa x - i\kappa^2 t} \left( \frac{\zeta^+(\kappa, t)}{\Delta(\kappa)} - \bar{u}_0(\kappa) \right) \, d\kappa \right).
\]

The first two integrals are zero by an application of Jordan’s Lemma and Cauchy’s theorem. Similarly,
\[
\int_{S(\mu, r)} e^{i\kappa x - i\kappa^2 t} \bar{u}_0(\kappa) \, d\kappa = 0,
\]
and so
\[
u(t, x) = \frac{1}{2\pi} \sum_{\mu \in \mathbb{Z}^\Delta} \int_{S(\mu, r)} e^{i\kappa x - i\kappa^2 t} \frac{\zeta^+(\kappa, t)}{\Delta(\kappa)} \, d\kappa
\]
\[
= i \sum_{j \in \mathbb{Z}} \text{Res}_{\kappa = \kappa_j} \left[ e^{i\kappa x - i\kappa^2 t} \frac{\zeta^+(\kappa, t)}{\Delta(\kappa)} \right] + i \sum_{j \in \mathbb{Z}} \text{Res}_{\kappa = -\kappa_j} \left[ e^{i\kappa x - i\kappa^2 t} \frac{\zeta^+(\kappa, t)}{\Delta(\kappa)} \right]
\]
\[
= i \sum_{j \in \mathbb{Z}} e^{-i\kappa_j^2 t} \frac{e^{i\kappa_j x} \zeta^+(\kappa_j, t) - e^{-i\kappa_j x} \zeta^+(-\kappa_j, t)}{\Delta'(\kappa_j)},
\]
where the last equality holds provided all zeros of \(\Delta\) are simple, as we assumed from the outset. Note that, due to the sense in which equation (31) is understood, the above series should be understood in the sense of principal values, that is, the limit \(n \to \infty\) of partial sums over \(-n \leq j \leq n\).
Finally, using the definition (8) of γ, equation (37) becomes

\[
 u(t, x) = \frac{1}{L} \sum_{j \in \mathbb{Z}} e^{-i \kappa_j^2 t} \left[ e^{i \kappa_j x} \left( -2 + (\beta_0 + \beta_1) \gamma \tilde{u}_0(\kappa_j) + (\beta_0 - \beta_1) \gamma^{-1} \tilde{u}_0(-\kappa_j) \right) \right.
\]

\[
 + e^{-i \kappa_j x} \left( \frac{2 - (\beta_0 + \beta_1) \gamma^{-1}}{(\beta_0 + \beta_1)(\gamma - \gamma^{-1})} \tilde{u}_0(-\kappa_j) + (\beta_1 - \beta_0) \gamma \tilde{u}_0(\kappa_j) \right) \right]
\]

\[
= \frac{1}{L} \sum_{j \in \mathbb{Z}} e^{-i \kappa_j^2 t} \left[ \left( (\beta_0 + \beta_1) \gamma - 2 \right) e^{i \kappa_j x} + (\beta_1 - \beta_0) \gamma e^{-i \kappa_j x} \right] \frac{1}{(\beta_0 + \beta_1)(\gamma - \gamma^{-1})} \left[ \tilde{u}_0(\kappa_j) + \delta \tilde{u}_0(-\kappa_j) \right],
\]

where δ is given in (10) above. Again using (8), equation (38) is equivalent to (26).

3 Numerical experimentation

Applying the generalised Fourier series representation of \( u(t, x) \) given by (26), or, equivalently (38), it is straightforward to obtain reasonable numerical approximations to the solution profiles at specified times simply by summing over a sufficient number of terms. In the accompanying figures, we sum over 20,001 terms, given that reasonable changes in the total number of terms does not produce significantly different results. In conformity with the results obtained in [14] for the periodic problem, we expect that problems with energy-conserving pseudoperiodic boundary conditions will exhibit fractalization and revival. Results confirming this are displayed in Figures 2 and 3. More surprising is that we have found cases where even linear Schrödinger problems with nonconservative pseudoperiodic boundary conditions still exhibit revivals, as illustrated in Figures 4 and 5.

In order to better understand the effect, and guide the development of an analytic theory, it is instructive to perform further numerical experiments. Referring to Figure 6 it appears that the solution at rational times — commensurate with \( L^2/(4 \pi) \) — is piecewise linear for a piecewise linear initial datum. The manner in which the slope of each piece of the solution appears to depend upon the slope of the initial datum also suggests that the solution at rational times may depend upon the initial datum in a simple way. Note that, although Figure 6 demonstrates that at appropriate times \( u(t, x) \) is piecewise linear, its modulus \( |u(t, x)| \) is not. Hence our preference throughout Section 3 to display plots of real and imaginary parts of \( u \), despite the greater relevance of \( |u(t, x)| \) in applications.

To better study the precise dependence of the solution on the initial datum, we study the problem whose initial value is supported on a small subinterval of \([0, L]\). Figure 7 suggests that the solution at rational times is simply a certain linear combination of copies of the initial datum and its reflection, after certain shifts have been applied. Indeed the plots in Figure 7 correspond to plots in Figure 5 but for an initial datum that is piecewise linear on its small support.

The more careful study of the rational time dependence summarised in Figure 8 suggests that, at the rational time

\[
 t = \frac{L^2}{4 \pi} \times \frac{p}{q},
\]

for \( p, q \) coprime positive integers, there are \( 4q \) shifted and reflected copies of the initial datum. Although it may at first appear unnatural to factor 4 out of \( q \) in equation (39), comparing figures 8a and 8d suggests this is the proper approach. It is not quite true to claim that, at such times, the support of \( u(t, x) \) is \( 4q \) shifted copies of the support of \( u_0(x) \) because, as demonstrated in Figure 8c.
some of the connected intervals of support may overlap. Nevertheless, when the support of $u_0(x)$ is much smaller than $L$, it is relatively easy to observe the linear interactions of the superimposed shifts of $u_0(x)$. Thus, we see strong numerical evidence for a revival in the solution profiles at rational times.

At a fixed time, we can study how translating the initial datum affects the solution. Indeed, Figure 9 shows that translations of initial datum lead to translations within the solution. Specifically, shifts of the initial datum all translate to the right, while the shifted reflections all translate to the left. Moreover, by considering different initial data, one deduces that the shifts applied to each copy and reflection of the initial datum are independent thereof.

4 Analytic characterization of revivals

The numerical observations presented in Section 3 suggest the existence of revivals. Namely, at the rational time $t = L^2p/(4\pi q)$ for positive coprime integers $p$ and $q$, the solution of the initial-boundary value problem is a linear combination of $4q$ copies of the initial datum, subject to certain shifts and reflections that are independent of the initial datum.

4.1 Shifts and Reflections

In order to analytically establish the existence of revivals we first need to understand the effect of the (bounded) Fourier transform on shifts (translations) and reflections of functions. Recall that
The solution of the linear Schrödinger equation with energy conserving pseudoperiodic boundary conditions $\beta_0 = 1/5$, $\beta_1 = 5$ on $[0, 1]$ and box initial datum, evaluated at certain “rational” times which are commensurate with $L^2/(4\pi)$.

Application of the Fourier transform to a shift of a function produces an exponential factor multiplying the Fourier transform of the original function:

$$\mathcal{F}[\phi(x-s)](\kappa) = e^{i\kappa s} \mathcal{F}[\phi](\kappa).$$

In the periodic case, one formulates a similar result by periodically extending the function $\phi$ that is initially defined on the interval $[0, L]$. In the present situation, one needs to introduce a more general pseudoperiodic extension of the initial data and its reflection.

Explicitly, let $\phi(x)$ be a function defined for $0 \leq x \leq L$. Let $\phi(L-x)$ denote its reflection through the midpoint of the interval. Recalling the definition of the quantity $\gamma$, which, by the following formulae, represents the phase shift applied to successive intervals in the full line scaled-periodic full line extensions of $\phi(x)$ and its reflection $\phi(L-x)$:

$$\phi^f_0(x; \gamma) = \gamma^m \phi(x - mL), \quad \text{where } m \in \mathbb{Z} \text{ is such that } mL \leq x < (m+1)L,$$

$$\phi^0_0(x; \gamma) = \gamma^m \phi(mL - x), \quad \text{where } m \in \mathbb{Z} \text{ is such that } (m-1)L \leq x < mL.$$  

We further define the shifts of these extensions

$$\phi^f_s(x; \gamma) = \phi^f_0(x + s; \gamma), \quad \phi^0_s(x; \gamma) = \phi^0_0(x - s; \gamma).$$

Thus, the sharpened functions represent shifts of the pseudoperiodic extension of $\phi$ while the flatted functions represent reflections thereof.
Figure 4: The solution of the linear Schrödinger equation with energy non conserving pseudoperiodic boundary conditions $\beta_0 = 1/5$, $\beta_1 = 2$ on $[0, 1]$ and box initial datum, evaluated at certain “irrational” times which are not commensurate with $L^2/(4\pi)$.

We next calculate their bounded Fourier transforms on the interval $[0, L]$. Given $s \in \mathbb{R}$ and $n \in \mathbb{Z}$ such that $nL \leq s < (n+1)L$,

$$
\widehat{\phi}_s^2(\kappa; \gamma) = \int_0^L e^{-i\kappa x} \phi_s^2(x; \gamma) \, dx = \int_0^L e^{-i\kappa x} \phi_0^2(x + s; \gamma) \, dx
$$

$$
= \int_0^{(n+1)L-s} e^{-i\kappa x} \gamma^n \phi(x + s - nL) \, dx + \int_{(n+1)L-s}^L e^{-i\kappa x} \gamma^{n+1} \phi(x + s - (n + 1)L) \, dx
$$

$$
= \gamma^n \int_{s-nL}^L e^{-i\kappa(y-s+nL)} \phi(y) \, dy + \gamma^{n+1} \int_{s-nL}^{s-(n+1)L} e^{-i\kappa(y-s+(n+1)L)} \phi(y) \, dy.
$$

$$
\widehat{\phi}_s^0(\kappa; \gamma) = \int_0^L e^{-i\kappa x} \phi_s^0(x; \gamma) \, dx = \int_0^L e^{-i\kappa x} \phi_0^0(x - s; \gamma) \, dx
$$

$$
= \int_0^{s-nL} e^{-i\kappa x} \gamma^{-n} \phi(-nL - x + s) \, dx + \int_{s-nL}^L e^{-i\kappa x} \gamma^{-(n-1)} \phi(-(n-1)L - x + s) \, dx
$$

$$
= \gamma^{-n} \int_{s-nL}^0 e^{i\kappa(y+nL-s)} \phi(y) \, dy + \gamma^{-(n-1)} \int_{s-nL}^{s-(n+1)L} e^{i\kappa(y+(n+1)L-s)} \phi(y) \, dy.
$$
Similarly, for $nL \leq s < (n+1)L$,

\[
\begin{align*}
\tilde{\phi}_s^\pm(\kappa; \gamma) &= e^{i\kappa s} \left[ \gamma^{n+1} e^{-iL(n+1)\kappa} \int_0^{s-nL} e^{-i\kappa y} \phi(y) \, dy + \gamma^n e^{-iL\kappa} \int_{s-nL}^{L} e^{-i\kappa y} \phi(y) \, dy \right], \\
\tilde{\phi}_{-s}^\pm(\kappa; \gamma) &= e^{i\kappa s} \left[ \gamma^{n+1} e^{-iL(n+1)\kappa} \int_0^{(n+1)L-s} e^{i\kappa y} \phi(y) \, dy + \gamma^n e^{-iL\kappa} \int_{(n+1)L-s}^{L} e^{i\kappa y} \phi(y) \, dy \right], \\
\tilde{\phi}_s(\kappa; \gamma^{-1}) &= e^{i\kappa s} \left[ \gamma^n e^{-iL\kappa} \int_0^{s-nL} e^{-i\kappa y} \phi(y) \, dy + \gamma^{n-1} e^{-iL(n-1)\kappa} \int_{s-nL}^{L} e^{-i\kappa y} \phi(y) \, dy \right], \\
\tilde{\phi}_{-s}(\kappa; \gamma^{-1}) &= e^{i\kappa s} \left[ \gamma^n e^{-iL\kappa} \int_0^{(n+1)L-s} e^{i\kappa y} \phi(y) \, dy + \gamma^{n+1} e^{-iL(n+1)\kappa} \int_{(n+1)L-s}^{L} e^{i\kappa y} \phi(y) \, dy \right].
\end{align*}
\]

Figure 5: The solution of the linear Schrödinger equation with energy non-conserving pseudoperiodic boundary conditions $\beta_0 = 1/5, \beta_1 = 2$ on $[0, 1]$ and box initial datum, evaluated at certain “rational” times which are commensurate with $L^2/(4\pi)$.
Figure 6: The solution of the linear Schrödinger equation with pseudoperiodic boundary conditions \( \beta_0 = 1/5, \beta_1 = 2 \) on \([0,1]\) and piecewise linear initial datum, evaluated at certain times.

Evaluating some of the above at the zeros of the discriminant \( \kappa = \pm \kappa_j \), we have

\[
\widehat{\phi}_j^\pm(\kappa_j; \gamma) = e^{i\kappa_j s} \widehat{\phi}(\kappa_j), \\
\widehat{\phi}_j^\pm(\kappa_j; -\gamma) = e^{-i\kappa_j s} \widehat{\phi}(-\kappa_j), \\
\widehat{\phi}_j^\pm(-\kappa_j; \gamma^{-1}) = e^{i\kappa_j s} \widehat{\phi}(\kappa_j), \\
\widehat{\phi}_j^\pm(-\kappa_j; -\gamma^{-1}) = e^{-i\kappa_j s} \widehat{\phi}(-\kappa_j), \\
\widehat{\phi}_j^\pm(-\kappa_j; \gamma) = e^{-i\kappa_j s} \left[ \gamma^{2(n+1)} \int_0^{s-nL} e^{i\kappa_j y} \phi(y) \, dy + \gamma^{2n} \int_{s-nL}^L e^{i\kappa_j y} \phi(y) \, dy \right], \\
\widehat{\phi}_j^\pm(-\kappa_j; -\gamma) = e^{-i\kappa_j s} \left[ \gamma^{2(n+1)} \int_0^{(n+1)L-s} e^{-i\kappa_j y} \phi(y) \, dy + \gamma^{2n} \int_{(n+1)L-s}^L e^{-i\kappa_j y} \phi(y) \, dy \right], \\
\widehat{\phi}_j^\pm(\kappa_j; \gamma^{-1}) = e^{-i\kappa_j s} \left[ \gamma^{2} \int_0^{s-nL} e^{i\kappa_j y} \phi(y) \, dy + \gamma^{2(n-1)} \int_{s-nL}^L e^{i\kappa_j y} \phi(y) \, dy \right], \\
\widehat{\phi}_j^\pm(\kappa_j; -\gamma^{-1}) = e^{i\kappa_j s} \left[ \gamma^{2} \int_0^{(n+1)L-s} e^{-i\kappa_j y} \phi(y) \, dy + \gamma^{2(n-1)} \int_{(n+1)L-s}^L e^{-i\kappa_j y} \phi(y) \, dy \right].
\]
The solution of the linear Schrödinger equation with pseudoperiodic boundary conditions $\beta_0 = 1/5$, $\beta_1 = 2$ on $[0, 1]$ evaluated at “rational” times commensurate with $L^2/(4\pi)$. The initial datum is $u_0(x) = 8x$ on $1/8 - 1/50 < x < 1/8 + 1/50$, and $x = 0$ otherwise.

Evaluating our series solution \[ u_0(x) = \frac{1}{L} \sum_{j \in \mathbb{Z}} \left[ \frac{(\beta_0 + \beta_1)\gamma - 2}{\beta_0 + \beta_1} e^{i\kappa_j x} + (\beta_1 - \beta_0)\gamma e^{-i\kappa_j x} \right] \left[ \tilde{u}_0(\kappa_j) + \delta \tilde{u}_0(-\kappa_j) \right] \].

This generalised Fourier series representation holds not only for the initial datum $u_0(x)$, but for any piecewise smooth function defined on $[0, L]$. Hence, it is valid for any $F(\cdot; s)$ that is a linear combination of the sharp and flat shifted functions defined in (42), and hence

$$F(x; s) = \frac{1}{L} \sum_{j \in \mathbb{Z}} \left[ \frac{(\beta_0 + \beta_1)\gamma - 2}{\beta_0 + \beta_1} e^{i\kappa_j x} + (\beta_1 - \beta_0)\gamma e^{-i\kappa_j x} \right] \left( \tilde{F}(\kappa_j; s) + \delta \tilde{F}(-\kappa_j; s) \right).$$

In particular, we set

$$F(x; s) = c_1 \phi_s^\circ(x; \gamma) + c_2 \phi_s^\flat(x; \gamma^{-1}) + c_3 \psi_s^\circ(x; \gamma^{-1}) + c_4 \psi_s^\flat(x; \gamma),$$

where

$$c_1 = c_4 = \frac{1}{1 - \delta^2 \gamma^2}, \quad c_2 = c_3 = \frac{-\delta \gamma^2}{1 - \delta^2 \gamma^2},$$

for piecewise smooth $\phi, \psi : [0, L] \to \mathbb{C}$ to be specified later. Using (42), we see that the parenthetical term on the right of (44) can be written in terms of their bounded Fourier transforms:

$$\tilde{F}(\kappa_j; s) + \delta \tilde{F}(-\kappa_j; s) = e^{i\kappa_j s} \left[ \tilde{\phi}(\kappa_j) + \delta \tilde{\psi}(-\kappa_j) \right].$$
We begin by studying the simplest case of “integral time,” in which the denominator in (39) is $q = 4$. The case commensurate with $c$ is defined as a linear combination of the smooth functions $\phi$ and $\psi$, and appropriate functions $(x - \kappa_j) = \psi_\kappa$ and initial exponential factor is different.

Finally, the identity (44) reduces to equation (19) in our statement of Theorem 2.1. The similarity between the formulae on the right sides of equations (38) and (19) is clear, despite their very different origins. The former appears in an equation for the solution of the initial-boundary value problem evaluated at time $t$, and the latter is a representation of the compound function $F$ defined as a linear combination of the $\sharp$ shifts and $\flat$ reflections applied to arbitrary piecewise smooth functions $\phi$ and $\psi$. The formulae differ only in that $\hat{u}_0(\pm \kappa_j)$ has been replaced by $\hat{\phi}(\kappa_j)$ and $\hat{\psi}(-\kappa_j)$, and the initial exponential factor is different.

4.2 The case $q = 1$

We begin by studying the simplest case of “integral time,” in which the denominator in (39) is $q = 1$. Here, in accordance with the general observations, we expect to obtain a formula for $u(t, x)$ as a linear combination of precisely four shifted and reflected copies of $u_0(x)$.

Example 4.1. Given that $q = 1$, assume that $p$ is a positive even integer. We aim to find $s \in \mathbb{R}$, $c \in \mathbb{C}$, and appropriate functions $\phi(x)$, $\psi(x)$ such that

$$e^{ic}F(x; s) = u \left( \frac{L^2 p}{4\pi}, x \right).$$

Let $\phi(x) = \psi(x) = u_0(x)$. Then, by equations (38) and (19) at $t = L^2 p/(4\pi)$, finding $c$ and $s$ is
equivalent to solving the equations

\[ \exp(\mathbb{i}c + \mathbb{i}\kappa_j s) = \exp\left(-\frac{-\kappa_j^2 p L^2}{4\pi}\right) \quad \text{for all } j \in \mathbb{Z}. \]

Taking logarithms and applying equation (6), this requires

\[ c + s\kappa_0 + \frac{2j\pi}{L} + 2n\pi = -pj^2\pi - pjL\kappa_0 - \frac{pL^2\kappa_0^2}{4\pi}, \]

for all \( j \in \mathbb{Z} \) and some \( n \in \mathbb{Z} \). Equating powers of \( j \) and using \( n \) to balance the terms of order \( j^2 \), we find

\[ s = -\frac{pL^2\kappa_0}{2\pi} \in \mathbb{R}, \quad c = \frac{pL^2\kappa_0^2}{4\pi} \in \mathbb{C}, \quad n = -\frac{pj^2}{2} \in \mathbb{Z}. \]

In Example 4.1, we exploited the assumption \( p/q = p \) is an even integer to absorb the quadratic involving \( \kappa_j^2 \) into \( 2\pi n \). Note that this is the only option since all other terms must be linear in \( j \),
while \( n \) is free to be any integer, including an integer-valued function of \( j \). On the other hand, if \( p = p/q \) is an odd integer, the resulting \( n \) will not be an integer-valued function of \( j \). Our next example discusses how to navigate this difficulty.

**Example 4.2.** Now assume that \( q = 1 \) and \( p \) is a positive odd integer. As above, we aim to find \( s \in \mathbb{R}, c \in \mathbb{C} \), and appropriate functions \( \phi(x), \psi(x) \) such that (46) holds. Let us set

\[
\phi(x) = \begin{cases} 
\gamma^{-\frac{j}{2}}u_0(x + \frac{1}{2}L), & 0 \leq x \leq \frac{1}{2}L, \\
\gamma^{\frac{j}{2}}u_0(x - \frac{1}{2}L), & \frac{1}{2}L < x \leq L,
\end{cases} \quad \psi(x) = \begin{cases} 
\gamma^{\frac{j}{2}}u_0(x + \frac{1}{2}L), & 0 \leq x \leq \frac{1}{2}L, \\
\gamma^{-\frac{j}{2}}u_0(x - \frac{1}{2}L), & \frac{1}{2}L < x \leq L.
\end{cases}
\] (49)

Let \( F(x; s) \) then be defined by equation (19). Observe that

\[
\hat{\phi}(\kappa_j) = \int_0^L e^{-i\kappa_j x} \phi(x) \, dx = \int_0^{L/2} e^{-i\kappa_j x} \gamma^{-\frac{j}{2}}u_0 \left( x + \frac{L}{2} \right) \, dx + \int_{L/2}^L e^{-i\kappa_j x} \gamma^{\frac{j}{2}}u_0 \left( x - \frac{L}{2} \right) \, dx
\]

\[
= \int_0^{L/2} e^{-i\kappa_j y} e^{-i\kappa_j L} e^{i\pi \gamma^{-\frac{j}{2}}} u_0(y) \, dy + \int_{L/2}^L e^{-i\kappa_j y} e^{-i\kappa_j L} e^{-i\pi \gamma^{\frac{j}{2}}} u_0(y) \, dy
\]

\[
= (-1)^j \int_0^{L/2} e^{-i\kappa_j y} u_0(y) \, dy + (-1)^j \int_{L/2}^L e^{-i\kappa_j y} u_0(y) \, dy = (-1)^j \tilde{u}_0(\kappa_j).
\]

A similar calculation reveals

\[
\hat{\psi}(-\kappa_j) = (-1)^j \tilde{u}_0(-\kappa_j).
\]

Further, since \( p \) is odd it follows that

\[
(-1)^j = (-1)^{j^2} = (-1)^{pj^2} = e^{-i\pi pj^2}.
\] (50)

Combining this fact with (19) produces

\[
e^{ic} F(x; s) = \frac{1}{L} \sum_{j \in \mathbb{Z}} e^{i\kappa_j s - i\pi pj^2} \left[ \frac{((\beta_0 + \beta_1) \gamma - 2) e^{i\kappa_j x} + (\beta_1 - \beta_0) \gamma e^{-i\kappa_j x}}{\gamma - \gamma^{-1}} \right] \left[ \tilde{u}_0(\kappa_j) + \delta \tilde{u}_0(-\kappa_j) \right].
\] (51)

Now, equating (51) and (38) at time \( t = pL^2/(4\pi) \) yields

\[
\exp(ic + i\kappa_j s - i\pi pj^2) = \exp\left(-\frac{ipL^2\kappa_j^2}{4\pi}\right).
\] (52)

Equating powers of \( j \), we find that

\[
s = -\frac{pL^2\kappa_0}{2\pi} \in \mathbb{R}, \quad c = \frac{pL^2\kappa_0^2}{4\pi} \in \mathbb{C},
\] (53)

satisfies (52) for all \( j \in \mathbb{Z} \).
4.3 General rational times

With these two examples in hand we are now ready to prove Theorem 2.1 for a general rational time. That is, at time given by \((39)\) with denominator \(q \geq 1\).

**Proof of Theorem 2.1** By the definition of \(\phi\), for all \(j \in \mathbb{Z}\),

\[
\hat{\phi}(\kappa_j) = \frac{q}{\ell=1} \int_{L(1-\ell \ell)} e^{-i\kappa_j x} \phi(x) dx,
\]

so

\[
e^{\frac{\pi q}{q} j^2} \hat{\phi}(\kappa_j) = \frac{q}{\ell=1} \int_{L(1-\ell \ell)} e^{-i(\kappa_j x - \pi pj^2/q)} \phi(x) dx
\]

\[
= \frac{1}{q} \sum_{\ell=1}^{\ell-1} q \gamma^\frac{\ell-1}{q} \sum_{n=0}^{n-1} \alpha^{-2nm-pn^2} \int_{L(1-\ell \ell)} e^{-i(\kappa_j x - \pi pj^2/q)} u_0 \left( x + \frac{Lm}{q} \right) dx
\]

\[
+ \frac{1}{q} \sum_{\ell=1}^{\ell-1} q \gamma^\frac{\ell-1}{q} \sum_{n=0}^{n-1} \alpha^{-2nm-pn^2} \int_{L(1-\ell \ell)} e^{-i(\kappa_j x - \pi pj^2/q)} u_0 \left( x + \frac{Lm}{q} - L \right) dx.
\]

We make the changes of variables

\[y = x + L \left( \frac{m}{q} + \varepsilon \right),\]

where \(\varepsilon = 0\) in the first integral and \(\varepsilon = -1\) in the second, to obtain

\[
e^{\frac{\pi q}{q} j^2} \hat{\phi}(\kappa_j) = \frac{1}{q} \sum_{\ell=1}^{\ell-1} q \gamma^\frac{\ell-1}{q} \sum_{n=0}^{n-1} \alpha^{2(j-n)m+p(j^2-n^2)} \int_{L(1+q \ell m)} e^{-i\kappa_j y} u_0(y) dy
\]

\[
+ \frac{1}{q} \sum_{\ell=1}^{\ell-1} q \gamma^\frac{\ell-1}{q} \sum_{n=0}^{n-1} \alpha^{2(j-n)m+p(j^2-n^2)} \int_{L(1+q \ell m)} e^{-i\kappa_j y} u_0(y) dy.
\]

We reorder the sums over \(\ell, m\) so that the outer sum is over \(m\):

\[
e^{\frac{\pi q}{q} j^2} \hat{\phi}(\kappa_j) = \frac{1}{q} \sum_{m=0}^{q-1} q \gamma^\frac{\ell-1}{q} \sum_{n=0}^{n-1} \alpha^{2(j-n)m+p(j^2-n^2)} \sum_{\ell=m+1}^{q} \int_{L(1+q \ell m)} e^{-i\kappa_j y} u_0(y) dy
\]

\[
+ \frac{1}{q} \sum_{m=0}^{q-1} q \gamma^\frac{\ell-1}{q} \sum_{n=0}^{n-1} \alpha^{2(j-n)m+p(j^2-n^2)} \sum_{\ell=1}^{m} \int_{L(1+q \ell m)} e^{-i\kappa_j y} u_0(y) dy.
\]
where, in the second line, we have introduced the additional term \( m = 0 \), justified by the corresponding sum over \( \ell \) from 1 to \( m \) being empty. Then,

\[
e^{i\pi p^2/q} \hat{\phi}(\kappa_j) = \frac{1}{q} \sum_{m=0}^{q-1} \sum_{n=0}^{q-1} \alpha^{2(j-n)m+p(j^2-n^2)} \left\{ \int_{\frac{Lm}{q}}^{\frac{Lm}{q}+\frac{L}{q}} + \int_{0}^{L} \right\} e^{-i\kappa_j y} u_0(y) \, dy
\]

\[
= \frac{1}{q} \widehat{u}_0(\kappa_j) \sum_{n=0}^{q-1} \sum_{m=0}^{q-1} \alpha^{2(j-n)m+p(j^2-n^2)}
\]

\[
= \frac{1}{q} \widehat{u}_0(\kappa_j) \sum_{m=0}^{q-1} \alpha^0 + \frac{1}{q} \widehat{u}_0(\kappa_j) \sum_{n=0}^{q-1} \sum_{m=0}^{q-1} \alpha^{p(j^2-n^2)} \sum_{n=0, n\neq j}^{q-1} \alpha^{2(j-n)m} = \widehat{u}_0(\kappa_j).
\]

Similarly,

\[
e^{i\pi p^2/q} \hat{\psi}(-\kappa_j) = \widehat{u}_0(-\kappa_j) \quad \text{for all} \quad j \in \mathbb{Z}.
\]

Thus,

\[
F(x; s) = \frac{1}{L} \sum_{j \in \mathbb{Z}} e^{i(\kappa_js - i\pi p^2/q)} \left[ \frac{((\beta_0 + \beta_1)\gamma - 2) e^{i\kappa_j x} + (\beta_1 - \beta_0)\gamma e^{-i\kappa_j x}}{(\beta_0 + \beta_1)(\gamma - \gamma^{-1})} \right] [\widehat{u}_0(\kappa_j) + \delta \widehat{u}_0(-\kappa_j)].
\]

Checking that the exponential factors match is a simple direct calculation:

\[
\exp \left( i \frac{p L^2 \kappa_0^2}{4\pi q} - i \frac{p L^2 \kappa_0}{2\pi q} \right) = \exp \left( -i \frac{p L^2 \kappa_0^2}{4\pi q} \right), \quad j \in \mathbb{Z},
\]

which thus establishes Theorem 2.1.

Specialising the formulas in Theorem 2.1 which provides a representation for the solution to the initial-boundary value problem (3) at rational times (15) in terms of certain shifts and reflections of the initial datum, to the two cases of odd and even denominator \( q \), we deduce the following slightly simplified forms for the key functions (17). In the cases \( p \) even, \( q \) general, and \( p \) odd, \( q \) odd, we can, for each of the integers \( n \) and \( m \), write the term \( \alpha^{2mn-pn^2} \) using a \( q^\text{th} \) root of unity. Thus, equation (17) holds and there is no branching behaviour. However, when \( p \) and \( q \) are both odd, we are nearer in spirit to Example 4.2. In this case, we first define

\[
\overline{u}_0(x) = \begin{cases} 
\gamma^{-\frac{1}{2}} u_0 \left( x + \frac{1}{2} L \right), & 0 \leq x \leq \frac{1}{2} L, \\
\gamma^{\frac{1}{2}} u_0 \left( x - \frac{1}{2} L \right), & \frac{1}{2} L < x \leq L,
\end{cases}
\]

\[
\overline{u}_0(x) = \begin{cases} 
\gamma^{\frac{1}{2}} u_0 \left( x + \frac{1}{2} L \right), & 0 \leq x \leq \frac{1}{2} L, \\
\gamma^{-\frac{1}{2}} u_0 \left( x - \frac{1}{2} L \right), & \frac{1}{2} L < x \leq L.
\end{cases}
\]

and then set

\[
\phi(x) = \frac{1}{q} \sum_{m=0}^{q-1} \gamma^{-m/q} \overline{u}_0 \left( x + \frac{Lm}{q} \right) \sum_{n=0}^{q-1} \alpha^{-2nm+p(q-1)n^2}
\]

\[
= \frac{1}{q} \sum_{m=\ell}^{q-1} \gamma^{1-m/q} \overline{u}_0 \left( x + \frac{Lm}{q} - L \right) \sum_{n=0}^{q-1} \alpha^{-2nm+p(q-1)n^2}, \tag{55a}
\]

(54)
ψ(\(x\)) = \frac{1}{q} \sum_{m=0}^{\ell-1} \gamma^{m/q} \tilde{\psi}_0 \left( x + \frac{Lm}{q} \right) \sum_{n=0}^{q-1} \alpha^{2mn+p(q-1)n^2} + \frac{1}{q} \sum_{m=\ell}^{q-1} \gamma^{m/q-1} \tilde{\psi}_0 \left( x + \frac{Lm}{q} - L \right) \sum_{n=0}^{q-1} \alpha^{2mn+p(q-1)n^2}.  

(55b)

In both cases, once \(\phi, \psi\) are defined appropriately, i.e., (17) or (55), we recover the solution at the indicated rational time by use of formula (18) with \(F(x; s)\) defined by equation (19).

5 The Talbot effect for general linear boundary conditions

In the preceding sections, we concentrated on the effect of the pseudoperiodic boundary conditions (3). In what follows we will seek to generalise our analysis to generic linear boundary conditions:

\[ iu_t + u_{xx} = 0, \quad u(0, x) = u_0(x), \]

\[ \beta_{11} u_x(t, L) + \beta_{12} u(t, L) + \beta_{13} u_x(t, 0) + \beta_{14} u(t, 0) = f_1(t), \quad (t, x) \in [0, T] \times [0, L], \]

\[ \beta_{22} u(t, L) + \beta_{23} u_x(t, 0) + \beta_{24} u(t, 0) = f_2(t), \]

where \(\beta_{ij}\) are (possibly complex) constants.

Finding the solution via the UTM proceeds in exactly the same way as in Section 2.3 except now the discriminant of the problem takes the form

\[ \Delta(\kappa) = 2i \left[ (\beta_{11}\beta_{22} - \beta_{14}\beta_{23} + \beta_{13}\beta_{24})\kappa + (\beta_{13}\beta_{22} - \beta_{12}\beta_{23} + \beta_{11}\beta_{24})\kappa \cos(\kappa L) + (\beta_{12}\beta_{24} - \beta_{14}\beta_{22} + \beta_{11}\beta_{23})\kappa^2 \sin(\kappa L) \right]. \]

(57)

We define

\[ Z_\Delta = \{ \kappa \in \mathbb{C} : \Delta(\kappa) = 0 \} = \{ \kappa_j, -\kappa_j : j \in \mathbb{Z} \}, \]

and decompose the discriminant locus into

\[ Z_\Delta = Z_\Delta^+ \cup Z_\Delta^- \cup Z_\Delta^{(0,+)} \cup Z_\Delta^{(0,-)} \]

(59)

where

\[ Z_\Delta^+=\{ \kappa \in Z_\Delta : \text{Re}(\kappa) > 0 \}, \quad Z_\Delta^{(0,+)} = \{ \kappa \in Z_\Delta : \text{Re}(\kappa) = 0, \text{Im}(\kappa) > 0 \}, \]

\[ Z_\Delta^- = \{ \kappa \in Z_\Delta : \text{Re}(\kappa) < 0 \}, \quad Z_\Delta^{(0,-)} = \{ \kappa \in Z_\Delta : \text{Re}(\kappa) = 0, \text{Im}(\kappa) < 0 \}. \]

Since the discriminant equation is transcendental, we cannot find analytic expressions for \(\kappa_j\) as was done in [6].

For the problem to be well-posed, there can only be finitely many \(i\kappa_j^2\) with \(\kappa_j \in Z_\Delta\) which have real part \(< 0\); if present, these produce a finite number of exponentially growing modes that eventually dominate the solution, and hence the initial value problem is unstable, but not ill-posed, which requires infinitely many such modes. For an example of exponential growth see Figure 16. On the other hand, if all \(i\kappa_j^2\) have real part \(> 0\), then the solutions decay to zero in an unexpected and unusual manner; see Figure 19 and the ensuing discussion. The observed behavior suggests that
a form revival may still arise in which the solution at a rational time is a finite linear combination of appropriately scaled translates and reflections of the initial datum, so that the solution decays to zero as time increases, but, in contrast to dissipative systems like the heat equation, does not smooth out. This new phenomenon clearly warrants further investigation and rigorous justification.

We note the following asymptotic relations for \( \kappa_j \). If \( \beta_{11}\beta_{23} \neq 0 \), then

\[
\kappa_j \sim \frac{j \pi}{L}, \quad \text{as} \quad j \to \infty, \tag{60a}
\]

whereas, if \( \beta_{11}\beta_{23} = 0 \), then

\[
\kappa_j \sim \frac{1}{L} \left( 2j \pi \pm \arccos \left( \frac{\beta_{14}\beta_{23} - \beta_{11}\beta_{22} - \beta_{13}\beta_{24}}{\beta_{13}\beta_{22} - \beta_{12}\beta_{23} + \beta_{11}\beta_{24}} \right) \right), \quad \text{as} \quad j \to \infty. \tag{60b}
\]

Finding a UTM solution representation proceeds in the same manner as above. We set

\[
\zeta^+(t, \kappa) = (2i\kappa\beta_{11}\beta_{22} + e^{i\kappa L} (\beta_{12}\beta_{24} - \beta_{14}\beta_{22} + i\kappa(\beta_{13}\beta_{22} - \beta_{12}\beta_{23} + \beta_{11}\beta_{24}) + \kappa^2\beta_{11}\beta_{23})) \hat{u}_0(\kappa) + (\beta_{14}\beta_{22} - \beta_{12}\beta_{24} + i\kappa(\beta_{12}\beta_{23} - \beta_{13}\beta_{22} + \beta_{11}\beta_{24}) + \kappa^2\beta_{11}\beta_{23}) e^{-i\kappa L}\hat{u}_0(-\kappa) + 2\kappa \left( -e^{-i\kappa L}\beta_{22} + i\kappa\beta_{23} - \beta_{24} \right) f_1(t) + \left( e^{-i\kappa L}(\beta_{12} - i\kappa\beta_{11}) + \beta_{14} - i\kappa\beta_{13} \right) f_2(t). \tag{61}
\]

The resulting solution formula has the form

\[
u(t, x) = \frac{1}{2\pi} \sum_{\kappa \in \mathbb{Z}_\Delta} \int_{S(\mu, r)} e^{ix\kappa t} \frac{\zeta^+(\kappa, t)}{\Delta(\kappa)} \kappa \kappa \frac{\zeta^+(\kappa, t) \Delta'(\kappa)}{\Delta'(\kappa)} \text{d} \kappa = \frac{i}{2\pi} \sum_{\kappa \in \mathbb{Z}} e^{i\kappa t} x - i\kappa^2 t \frac{\zeta^+(\kappa, t) \Delta'(\kappa)}{\Delta'(\kappa)}, \tag{62}
\]

where the last equality holds if and only if all zeros of \( \Delta \) are simple, which, for simplicity of presentation we will assume.

Let us now specialize to general homogeneous boundary conditions, i.e., take \( f_0(t) \equiv f_1(t) \equiv 0 \) in (56). The boundary value problem can still be solved by a generalised eigenfunction series of the form \([20]\), except now the eigenfunctions \( X_j(x) \) satisfy

\[
X''_j(x) + \kappa_j^2 X_j(x) = 0, \quad \beta_{11}X'_j(L) + \beta_{12}X_j(L) + \beta_{13}X'_j(0) + \beta_{14}X_j(0) = 0, \quad \beta_{22}X_j(L) + \beta_{23}X'_j(0) + \beta_{24}X_j(0) = 0. \tag{63}
\]

For any values of \( \beta_{11}, \beta_{23}, \) and \( \kappa_j \in \mathbb{Z}_\Delta^+ \cup \mathbb{Z}_\Delta^{(0, +)} \), the corresponding eigenfunctions take the form

\[
X_j(x) = e^{i\kappa_j x} + b_1(\kappa_j) e^{-i\kappa_j x}, \tag{64}
\]

where

\[
b_1(\kappa_j) = -\frac{e^{i\kappa_L L} (i\kappa_j\beta_{11} + \beta_{12}) + i\kappa_j\beta_{13} + \beta_{14}}{e^{-i\kappa_L L} (\beta_{12} - i\kappa_j\beta_{11}) + \beta_{14} - i\kappa_j\beta_{13}} = -\frac{e^{i\kappa_L L} \beta_{22} + i\kappa_j\beta_{23} + \beta_{24}}{e^{-i\kappa_L L} \beta_{22} + \beta_{24} - i\kappa_j\beta_{23}}. \tag{65}
\]

As before, we form a biorthogonal system by pairing the eigenfunctions \( X_j \) with the eigenfunctions

\[
Y_j(x) = e^{i\kappa_j x} + \overline{b_2(\kappa_j)} e^{-i\kappa_j x}, \tag{65}
\]
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of the adjoint problem, where
\[
\overline{b_2}(\kappa_j) = \frac{e^{-i\kappa_j L}(-i\kappa_j \beta_{11}\beta_{21} - \beta_{14}\beta_{22} + \beta_{12}\beta_{24}) - i\kappa_j \beta_{11}\beta_{22}}{e^{i\kappa_j L}(-i\kappa_j \beta_{11}\beta_{24} + \beta_{14}\beta_{22} - \beta_{12}\beta_{24}) - i\kappa_j \beta_{11}\beta_{22}}
\]
\[
= \frac{e^{-i\kappa_j L}(-i\kappa_j \beta_{11}\beta_{23} + \beta_{12}\beta_{23} - \beta_{13}\beta_{22}) - \beta_{11}\beta_{22}}{e^{i\kappa_j L}(-i\kappa_j \beta_{11}\beta_{23} - \beta_{12}\beta_{23} + \beta_{13}\beta_{22}) + \beta_{11}\beta_{22}}.
\]
That is,
\[
\langle X_j, Y_k \rangle = \begin{cases} 
0, & j \neq k, \\
\tau_j, & j = k.
\end{cases}
\tag{66}
\]
where
\[
\tau_j = 1 + b_1(\kappa_j) \overline{b_2}(\kappa_j) + \frac{\sin(\kappa L_j)}{\kappa_j L} \left(b_1(\kappa_j) e^{-i\kappa L_j} + \overline{b_2(\kappa_j)} e^{i\kappa L_j}\right).
\tag{67}
\]
Evaluating the eigenfunction series \([20]\) at \(t = 0\) and taking the inner product of both sides with \(Y_k\) we find
\[
c_j = \frac{1}{\tau_j L} \left[\overline{u_0(\kappa_j)} + \overline{b_2(\kappa_j)} \overline{u_0(-\kappa_j)}\right].
\]
Hence,
\[
u(t, x) = \frac{1}{L} \sum_{j \in \mathbb{Z}} \frac{e^{-i\kappa_j^2 t} [e^{i\kappa_j x} + b_1(\kappa_j) e^{-i\kappa_j x}]}{\tau_j} \left[\overline{u_0(\kappa_j)} + \overline{b_2(\kappa_j)} \overline{u_0(-\kappa_j)}\right].
\tag{68}
\]
Although the form of the solution for general boundary conditions \([68]\) is similar to that associated with pseudoperiodic boundary conditions \([38]\), the analysis we complete in Section 4 no longer applies when the coefficients in \([45]\) are \(j\) dependent.

Let us now present a selection of boundary conditions illustrating different phenomena we have so far observed. A complete, rigorous classification and proof of the various possibilities remains to be done.

5.1 Robin boundary conditions

We begin with the simple case of Dirichlet boundary data at \(x = 0\) and Robin data at \(x = L\):
\[
-2u_x(t, 1) + u(t, 1) = 0 \quad u(t, 0) = 0,
\tag{69}
\]
so that
\[
\beta_{11} = -2, \quad \beta_{12} = 1, \quad \beta_{13} = \beta_{14} = \beta_{22} = \beta_{23} = 0, \quad \beta_{24} = 1.
\]
In this case, all the discriminant roots \(\kappa_j\) are purely real, as illustrated Figure 10. Note that in the case of Robin boundary data at both \(x = 0\) and \(x = L\), i.e., when \(\beta_{13} = \beta_{14} = \beta_{22} = 0\), if the remaining coefficients are all real then the problem is self-adjoint. In Figures 11 and 12 we can see that although the solution is no longer simply a number of shifted copies of the initial condition we do see something similar to revivals.

A similar set of Robin plus Dirichlet boundary conditions
\[
-7u_x(t, 1) + u(t, 1) = 0 \quad u(t, 0) = 0,
\tag{70}
\]
Figure 10: The first ten $\kappa_j$ found numerically in red and the asymptotic values they approach in blue for $\beta_{11} = -2, \beta_{12} = 1, \beta_{13} = 0, \beta_{14} = 0, \beta_{22} = 0, \beta_{23} = 0, \beta_{24} = 1$, and $L = 1$.

Figure 11: The solution of the linear Schrödinger equation with linear boundary conditions $\beta_{11} = -2, \beta_{12} = 1, \beta_{13} = 0, \beta_{14} = 0, \beta_{22} = 0, \beta_{23} = 0, \beta_{24} = 1$ on $[0, 1]$ and box initial datum evaluated at “rational” times which are commensurate with $L^2/(4\pi)$. corresponding to

$$\beta_{11} = -2, \quad \beta_{12} = 1, \quad \beta_{13} = 0, \quad \beta_{14} = 0, \quad \beta_{22} = 0, \quad \beta_{23} = 0, \quad \beta_{24} = 1,$$

produces one purely imaginary $\kappa_j$, as illustrated in Figure 13. Here the solution is qualitatively similar as seen in Figure 14.
5.2 Unstable boundary conditions

In other settings when the $\kappa_j$ are farther from their asymptotic values and the problem is no longer self-adjoint, we can see energy growth and the Talbot effect does not seem to appear. An example is the boundary conditions

$$10u_x(t, 1) - 13u(t, 1) + 2u_x(t, 0) - .1u(t, 0) = 0, \quad 19u(t, 1) + u_x(t, 0) - .1u(t, 0) = 0,$$

(71)
Figure 14: The solution of the linear Schrödinger equation with linear boundary conditions $\beta_{11} = -7$, $\beta_{12} = 1$, $\beta_{13} = 0$, $\beta_{14} = 0$, $\beta_{22} = 0$, $\beta_{23} = 0$, and $\beta_{24} = 1$ on $[0, 1]$ and box initial datum evaluated at “rational” times which are commensurate with $L^2/(4\pi)$.

In this example there are two purely imaginary, and twelve complex $\kappa_j$; the latter come in three complex conjugate pairs and their opposites, $-\kappa_j$, as illustrated in Figure 15. The corresponding solution is plotted in Figure 16. Note the rapidly increasing ranges for the $y$-axis as $t$ increases, as
necessitated by the dominance of the unstable modes.

5.3 Self-adjoint boundary conditions

Next, let us look at the following self-adjoint boundary conditions

\[ \frac{1}{5} u(t, L) + u(t, 0) = 0, \quad 5 u_x(t, 1) + \frac{1}{2} u(t, 1) + u_x(t, 0) = 0. \tag{72} \]

corresponding to

\[ \beta_{11} = 5, \quad \beta_{12} = 1/2, \quad \beta_{13} = 1, \quad \beta_{14} = 0, \quad \beta_{22} = 1/5, \quad \beta_{23} = 0, \quad \beta_{24} = 1. \]

In this case all \( \kappa_j \) are real and they approach \( 60 \) very quickly. The plots in Figure 17 show behavior that appears to exhibit revivals.

5.4 Energy decreasing boundary conditions

Finally, we consider the case of boundary conditions for a non self-adjoint problem where energy leaks out. Consider the case

\[ -4 u_x(t, 1) + i u(t, 1) = 0, \quad u(t, 0) = 0, \]

\[ \beta_{11} = 10, \quad \beta_{12} = -13, \quad \beta_{13} = 2, \quad \beta_{14} = -1, \quad \beta_{22} = 19, \quad \beta_{23} = 1, \quad \beta_{24} = .1 \text{ on } [0,1] \text{ and box initial datum evaluated at “rational” times which are commensurate with } L^2/(4\pi). \]
Figure 17: The solution of the linear Schrödinger equation with self-adjoint linear boundary conditions $\beta_{11} = 5$, $\beta_{12} = 1/2$, $\beta_{13} = 1$, $\beta_{14} = 0$, $\beta_{22} = 1/5$, $\beta_{23} = 0$, and $\beta_{24} = 1$ on $[0, 1]$ and box initial datum evaluated at “rational” times which are commensurate with $L^2/(4\pi)$.

whereby

$$\beta_{11} = -4, \quad \beta_{12} = i, \quad \beta_{13} = \beta_{14} = \beta_{22} = \beta_{23} = 0, \quad \beta_{24} = 1.$$ 

In this example all of the $\kappa_j$ satisfy $\text{Re}(\kappa_j) \text{Im}(\kappa_j) < 0$ even as $\text{Im}(\kappa_j)$ approaches 0 for large $j$ as illustrated by Figure 18.

Figure 18: The first ten $\kappa_j$ found numerically in red and the asymptotic values they approach in blue for $\beta_{11} = -4$, $\beta_{12} = 1$, $\beta_{13} = 0$, $\beta_{14} = 0$, $\beta_{22} = 0$, $\beta_{23} = 0$, $\beta_{24} = 1$, and $L = 1$.

It is rather surprising that although the solution decays to zero as $t \to \infty$, unlike the dissipative heat equation, it does not smooth out. Further numerical experiments suggest that the solution
remains piecewise linear when the initial data is also piecewise linear. We have thus uncovered a new phenomenon that could be named “dissipative(-dispersive) revival”.

In contrast, suppose that we tried to apply the framework to discern a Talbot type effect for the heat equation with periodic boundary data. A classical smoothness argument is sufficient to show that the heat equation cannot exhibit dispersive quantisation; moreover, it is not hard to see that there cannot be a Talbot type effect even for smooth initial data.

Given the preceding plots in this section and further numerical experimentation, it seems that revivals are present whenever the problem is self-adjoint, and dissipative revivals appear when the boundary conditions cause the energy to decrease. At this early stage, we cannot prove this and, indeed, would need to develop a new method to study (68) since the ideas presented in Section 4 no longer hold. Another possible characterization of revivals would be the “nearness” of the $\kappa_j$ to their asymptotic values given in (60). This is an interesting problem for future study that we plan to consider.

6 Concluding remarks

We have investigated how the Talbot effect associated with the linear Schrödinger equation, originally detected in the context of periodic boundary conditions, arises in more general situations through the appearance of certain linear combinations of shifts and reflections of the initial datum at rational times. To achieve this, we used two solution methods: generalised Fourier series and the
Unified Transform Method. For the cases investigated in detail here, the generalised Fourier series is cleaner and leads to the main results, but will not generalise as far as the UTM representation. Moreover, if the UTM approach produces complex integrals that can be deformed down to the real line, then one is guaranteed that the eigenfunctions form a complete set. While this is not so crucial for second order problems of the type analyzed here, this will be when generalising to higher order equations.

We have shown how the Talbot effect manifests itself in the case of pseudoperiodic boundary conditions. More generally, it appears that self-adjointness or energy preservation is required for the effect to continue in its current form; boundary conditions that are not of this type but nevertheless well posed and with no purely imaginary eigenvalues produce solutions that eventually decay to zero due to the leakage of energy through the endpoints of the interval, but do not smooth out but rather exhibit a form of “dissipative revival.” However, the rigorous justification of this observation as well as understanding the “dissipative Talbot effect” remains an intriguing open question.
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