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THEOREM Cayley Borchardt
1889 1860

labeled trees
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n en
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Borchardt Cayley Theorem is deep

every proof
and there are many

uses an interesting idea

A generatingfunction in
Wilf'sbook
on syllabus



Proof of Borchardt Cayley
theorem

via Phifer coding
There's a bijectionprefer
tagged.freensgonverties

sequences
Ca Cz in 2

withCielo on
this sethas
Size nm

z

c S scar 2 via multiplicate
principle

Atm
Let Cg _label

on the unique neighbor

nd
of the smallest

leaf

2 Remove that leaf and let

1st 4th g label onuniqueneighbor
D of the smallest

leaf left

9 Repeat and stop
when

e 8 µ leftwith an edge
8

7th

fyrd
pucifer code

10 T
6 9,413,4 GGGG

49 9,5 9,32,53



How to reverse this lithe inverse bijection
2nd KEY OBSERVATION

a o E A vertex has
e's Kieran degth it ftp.I.eeqI

fyrd pucifer code
10 T 6 try c is GCyGGGG

49 9,59,32,53

In particular is a leaf v is not in
thePriifercode

why the key
observation 7

at all

i i i
and create an edge

for the

smallest offhe
leaves

attached

to Cr Erase on erase

that leaf and repeat

When a vertex v getscrossed
off

the Prifer code the
last time it

enters the leaf list



ii 5 E.II.IT
6,7 8 10190,519,321513
7,8 0

150,913,21513T 8,10
3,2 5,31

2 s EEI w

90,10

lo

y f to

a
I



Our randomly chosen Phifer code is

Ct Cr Cs Ca Cs Ca Ct Cs leaf list
6 5i4 7,8 10

6,9
5 N 8 10

6 9 3 I 5,4
to

9,3 l J y
10

10 4
I 13,01 5,4

10

o

y 5 045
1,10I a

3 2 I
I

to

9
6 7 T
18 Why is the resulting graph

connected

Everyvertex
v has a path to the

last

two vertices in
the leaf list using

reverse induction
on the order in which got

crossed off the leaf list



Why is the resulting graph
a cyclic
no cycles7

Can't createcycles working
backwards

reverse order in which v gets crossed

off leaf list because you always

add an edge to a new vertex

that had no edges before

30 8 40
our beer
K 8

u off
Once youbelieve

that any code

Ca Cn D produces
a tree T

its not hard
to check the

two

algorithms give
inverse bijections



Let's return to

THELEN Tn fog'anberfeffterees

has n 2 n l
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proofi To show cry let's
show
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2 CayleyBorchardt

i e

Hitting IEEIE.kz
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via a surjectiveCouto
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n n 2

once we know Tn TETE term
as u D

Il
en
Ei
H

To Show Th E 4

let'sdo some encoding
of an unlabeled

tree 1 by a sequence
of letters of

letters D U of length
In i

Start with any
vertex is as wetvertex

Draw T in the plane
with no crossings

so that as you
move away

from

you move
down the page

mD U
p
U

Traverse the outer boundary
from Vo

returning to ro writing D
U as you

go down and up
alongedges

DDUDUUDDUDUDUU

2Cn l 2 E



I 23 4 J 6 2 8 a co a 1213 Cq

DDUDUUDDUDUDUU
iz

3 u
VO

9 8 5 43

Hence The sequences of D U's
of length 2cm
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Counting spanning trees not
in our book

and then finding minimum
cost spanning
trees 9 D

DEF'N Given a graph G
V E

with multiple edges
and loopsallowed

then a
Tin G

is a subset TCE suchthat

YT is a tree

E S f e has 5 spanning
trees

G 01

as Kai to
To 3 T T2 Tz Tn I

2 U
Cv E die 4 as

144 His Ids II is dy
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E S f e has 5 spanning
trees

G o fa.it Lo Eao7o.odIba b
0 z T T2 Tz Tn I

2dL tiny IIis Iain Haddad

2 ems

Howto count the number
of

spanning trees
in G

Howto find the
cheapestspanning free

edge
if the edges

have costs D

costs f has cheapest spawning
tree

is 6 3

green D To Tg
U Ts7



DEFINITION LEE T G of spanning
trees in G

EXAMPLES
e

Yikes s

d a
e n f Too
i

i'sn cycle o

graph Cn Koo
E Ed 4

o

There is a recursive way
to compute T G

useful for Hw inefficient
in general

uses the notion of deletion
and contention

of an edge in G



DEF'N If g is a non loop edge of G
Ev v YES

then Gee detector of e in G

V E ee3

Glee ante of e in G
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e g De g b Pe Gfb
e

n L d
G af by Ud

C 3 De GK Pe
du G c alls al lb2 3 23du d 0

PROPOSITION One can compute T G

recursively by inductors
on 1 El via these rules

Ca t o I F 0 who.ge esspiasntnYnstree

b c G 0 if G is disennected

c e G c Gwithallloops removed

d if e is any non
loop edge off

then tf G c G e t Gte



PROPOSITION One can compute
T G

recursivelybyinductors
on 1El viatheserules

a t o I F 0 nmigeudessespisanthemstree

b c G 0 if G is disconnected
c e G c Gwithallloopsremoved

d if e is any non loopedge
off

then I G c G e t Gte

EIFYEompnte fa.az
recursively
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PROPOSITION One can compute T G

recursively by inductors
on 1El viatheserules

a t o i F 0 nmigendessespisanthemstree

b c G 0 if G is disennected
c e G c Gwithallloopsremoved

d if e is any non loopedge
off

then I G c G e E Gte

poet If we believe Cal
lb Cc d hold

then it's easy
to see how the algorithm

works

Properties a S c don't need more proof

For d assuming e is a non loopedge of G

T G spanningtrees
Tin G

ITIIIggia
t IEEEIsee a

a

I gjq
yq.f

Gie not wo obvious
T ThinkaboutwhT Gte Tle



Let's get a better method out of this

DEFINITION Gwen G V E

multipleedges 0K loops irrelevant so
remove them

define its Vx V Laplacianmatrix4G

having vows columns index by

with L g u u
degge if u u

edges e in E if v

from V toV ouGu't entryof
thematrix

EXAMPLE G aL
has Lot

THEOREM Kirchhoff Fhm For any'Yt v

TCG det LIF Det LG witmhqmng.EE
cm

reducedLaplacian
matrix



EXAMPLE G
agg

has Lok

THEOREM Kirchhoff feet8thm ForanyY v

TCG det LIF Det UG witmhqmng.EE

reducedLaplacian
matrix

E E c
offal

def KII deti.fiIIIfn
detzEII E3EtiII7

detLCGT2 det Efhn
def j 3233

3.3 C2 CD
9 4 5

This isveryuseful both

computationally because one
can compute

nxn determinants
in E C n 3 steps for

some constantC via Gaussian elimination

since



THEOREM Kirchhoff Fhm Forany'Yt v

TCG det LIF Det UG withdangygeau

reducedLaplacian
matrix

This isveryusefulboth

computationally because one can
compute

nxn determinants
in E C n 3 steps for

some constantC viaGaussianelimination

sincedeffA is unchanged by add amultiple
of a row to another

negatedbyswapping
rows

scaledby scaling
a row

theoretically because
some graphs forfamilies

have enough
structure to compute

def LTgj via eigenvalues
ofCCTV 17

EXAMPLE Lets give a 2ndproof
of

Borchardt Cayley Theorem
this way

T Ku spanningtreesqq.yqrticeg
n

2r

s.IE



Borchwdt Codey theorem
T Ku fpanning

treesqq.yqticef.nu
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Hence Kirchhoff says size Dun

c kn deffnIn Jn D



Hence Kirchhoff says

c kn detain i Jn D WHEEL If
WeClaim Y Vz Vn 2 I

l
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we also claim ftp
voisaneigenvneIIIfyn

witheigenvalues since Jairo GDuo

nine Ju Vo h Vo CnDro y.ro

So n Ina Ju has eigenvalues n n in 1

and defChin i Jn n I nn 2 n 2times


