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THEOREM Kirchhoff 1848Matrix TreeTheorem

For a graph G YE
TCG def HGTV for anyvertexreV

W
spanning reduced Laplacianmatrix
trees in G
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REMARK There are many
familiesof

highly structuredgraphs G
for which

I G def LIT product of eigenvalues

is the easiest way to
compute ECG

e g
n dimensional cubegraphs
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o i t



THEOREM Kirchhoff1848MatrixTreeTheorem

For a graph G YE
TCG def HGTV foranyvertexreV
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THEOREM Kirchhoff1848MatrixTreeTheorem

For a graph G V E

TCG def HGTV foranyvertexveV
W

spanning reducedLaplacianmatrix
treesin G

LEG Thinroffemn

i a unit
proof continued
INDUCTIVE STEP

SUBCASE a c is isolated in G

es nasica II
LET LEGwithverrteme d

dettoj detf.LIgJ o TG

since is in the
mallspace
kernel

i.e any row
ofLCG say corresponding

to a

vertex vo hasentriessumming to Zee CIT'Itit



THEOREM Kirchhoff1848Matrix treeTheorem

For a graph G V E

TCG def HGTV foranyvertexreV
spanning reducedLaplacianmatrix
treesin G

LEG Thinroffumn

a unit
proof INDUCTIVE STEP sub

case b

Our vertex ve V
is not isolated in G say

some edge
e E v w exists

in G

Recall c G TCG e t CGE
vw

strategyc LET LCF Lale

toget detLTGJ defLCGejtdetko.TT

agnetethenwig
be e induction on El

HaeTCG t T Gk



Why is

detLTGJ detutejtdetuo.TT 22

Proofbyexample
G Ge de

4 e y
e

If If af
an

2 d 5 w L d 5 w dy Of
V VW

UGH w LCGle

i

i esi it
andhenceby

computingdetLCGTby
Laplaceexpansion
alongKIIFunn

detLTGT detLIGI detLCGGT

becauseof thedifference by
n in the greencircled

entries on the diagonal
at low



Minimum costspanningtrees

If the edges of
the graph Gare assigned

costs cost e 70 how we can find a subset

Tcf ofedges that
connect all the

vertices are with minimum cost

cost T I costle
CET

NOTE T must be
a spanningtree

in

but itmight
not be unique

es
e

to 447
have

cost 3 5 8 costCT
costTz
1 2 3



There is a surprisingly simple and fastgreedy
algorithm that always works

K.ms greedgatgonhn

Start with an empty
forest to

having
noedgest

At eachstep add
the cheapestedge

e to Fi so that Fie Fi
u fe is

still a forest that is
nocycleiscreated

Stopwhen IFi f NI I
that is i IVI l

This gives Fm Tgreedy a spanning
tree

EXAMPLE

E t l
T e

cost Tgreedy 3121
1 14

in blue

12
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THEOREM Kruskal'salgorithm forfinding
a minimum cost spanningtree

T in G CV E

greedily add in cheapestedge
that doesn'tcreate

a cycle at each step

always succeeds
in finding a minimum

cost
spanning tree

pwo Let Tgreedy be the any
tree

produced by
Kruskal's algorithm

from

G V E withedgecosts
costCe

Let M be any
minimum cost spanning

tree We'll show
M Tgreedy

If M Tgreedy then
find the earliest

stageduring
Kruskal's algorithm

where

we we pick an edge e to
add to Fi

in the ithstage of
buildingTgreedy

tocreateFite Fu Le but e E M



So this means Fic MnTgreedy
O

o E of ThenaddingetoM
o I creates aunigeI 1

cycle Cin
Motel

furthermore C 24Medges I must contain
an

orb 0

edgetotM notch
E CTgreedy TgTeedy
edges

sinceeetiticTgreedy
Fitifio so otherwiseTgreedysc

motorcycle

Now KEM fM If ule



O E

H
Now M CM Hauk

mages
1 This M is still a spanning

tree for G why
Fi CTgreedy
edges

g 3 Eg
allvertices

Also cost f z cost e since f can't

form a cyclewith Fi because

Fiu H cM a spanningtree

EM
So f competed

with e at ith stage

and cost6
costCf

Thus cost Mi cost M costCfl taste

cost M costa costa

ZO
E cost M

Hence costforD costcm since cost
M minimum

And M agreeswith Tgreedy
in 1 more edge

D8



q 2 Traveling SalespersonProblem TSP

This is a common optimization problem

where were given n points vertices

and costs distances travel da
v

trines

pair
v v of vertices

for every
We want

to find a closed tourYin11

Y Vz Vz
Vn Vr

visiting every
vertex exactly once

having DCC II devi
via

as small as possible

EXAMPLES
Traveling salesperson

needsLouisit

these towns
in some

order andreturn

2
home n I n

5 4



Frombook An
industrial drill mustmake

holes at certain
positions on a circuit board

over and
over

E

t

Greedy algorithms
can easily fail e g

t.lt
Are there fast algorithms

likeKenskalfor

minimum cost spanning
tree for solving

large
instances of Tsp is

Probably notDo If we
hadsuch an algorithm

it wouldgive a fast algorithm to
decide

if a graph G YE has aHamiltonian

cycle for many other
problems



Given G CV E put distances

da v z
if v.v c E

if v v i3El E

G a a

Hifi

c
d d c

CLAIM G has a Hamiltonian cycle

the graph on right
withedge

costs

given has
minimum

cost TSP

tour of cost Nl

Thsteadizeplestarted looking
forfast

approximationalgorithms
nothecessarilyfinding

optimum butguaranteed
nottoote



The tree short cutting algorithm for TSP

Use the cost distances da
v to find

via Kurskat a
minimum cost spanningtree

Tgreedy
connecting the points

2

e g I 3
p

ya
3

1greedy 17 or 4

6
5

Starting at any vertex
v as root

walk around
the perimeter going

over

each edge twice
and return to

vo creating

Dan Vo
a tour Cwalkaromd i

walkaround a
I Ex



Create Shortcut i I

bytaking
shortcuts

to

pastthe
verticesthat

youalready
a

visited E Ex

2
at

4 Cshortcut
4 Is our

APPROXIMATION

6
75

THEORIM The tour shortcutproduced

bytree
shortutting algorithm

has

dkshortent E 2
d optimal

underthe assumption
that da v da

satisfythe triangle
inequality a g

da v Edwin
u

d un t n v v EV



THEOREM The tour Cshortatproduced

bytree
shortuttingalgorithm has

dkshortent E 2 d optimal

undertheassumptionthat dcv.ve
satisfythe triangleinequality

o

da v Edwin
dtm alum

dcuv train'EV

Foot
d Cshortat

Edfcwalkaround d greedy

4 I
on the

need triangleinequality
here

nose

v v
o

t fi adf.ptiIeH
to ou bing.IE

ngtreeU2E2dKoptmal
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Practice with
Tree shortcutting algorithm for Traveling
Salesperson Problem

d
Coptinal

14hr2

so 0 so 4,2 o 0 so

oogWN 000µV
D D D p O D D D

0,0 0,0

For the 15pointsabove using Euclidean

distance dcuitasthecostfortraveling
between

nandu find a TSP tour Cshortatvia

the tree shortcutting algorithm

Find an optimal shortest Copland
forthesepoints andproveitsoptimality

What was d Cshortat for your
e.s.EE dCCoptmaD

choice

C 14 52



Chapter 10 MatchingTheory

DEF Amaffhing M in agraph G
CV E

is a subset MCE of the edges that

share no vertices M is called

maximum f
sized if amatching MKE

with M M It's called a

perfect matching if every
vertex ve V is

matched in M that is every
v is an

endpoint of some eEM This requires

M Vz so V even

orgies ra
o o Y
M M M

a matching a perfect amaximum

not maximum
matching matching
andmaximum not

not perfect perfect



ease.seF M
a matching aperfect amaximum

notmaximum matching matching

notperfect andmaximum not

Quickly
perfect

How to find maximum matchings M

m G particularly
if G is large

A We have goodalgorithms
for any

graph G particularly fast
and simple

for bipartite
graphs

Not as fast oreasy
as Kruskal for

spanning
trees ie net greedy

0 0 0 0

0 0 0 0 m
maximum

not maximum

This local improvement inpath

turns out to be
the key for the

algorithms



DERI If M is a matching in Gtv E

then an M hgpdhP in G

is a path like this

0 0 0 0 0 0 0

Y K Vz Vu Vs Vm Im im

The blackedges are
in t

The red edged womenItched
4 um are

If such an M augmenting
pathP exists

create a matching M having ME it M

byreplacing
P with q q gF.org 770m I

v Un Vs Un Vs
e s III I'III

2 Vs Vy M Z V 3 Vy
M alopng µ

D o 0 0 0
V Vz Vz M Vs Vb



THIEM M is a maximum f sized
matching in Gr

any
M augmenting path P in G

proof follows from what we just
observed if such a P exist augment

M

to show it was
not max sized

If M is not maximum
sized

M a matching with
M M

then we'll
convince ourselves

an

M augmenting
pathP exists by

showing P
is one of the

connectedcomponents

ofthe multfgraph
V M w M

e

gift THI ai

Tut KIIT



esm.tt HItIoi

Mkt
EIII

What cares the
connected components

of

CV Mum
look like

cycfes m m

M
M n

J
K

M o on am o

Eiland FEE
c to 1,23

has as connected

CFhese are all components only

µ augmenting
paths paths cycles

CLAIM Thegreen kind of
connected

component must appear
in V M w M

because they're the onlyones
withstrictly

more M edges than Medges and
M's M I

B



THIEM M is a maximum f sized
matching in Gr

any
M augmenting path P is G

The wax matching algorithms startwithany
matching M in G and search for M augmenting

paths If they find
one they augmentalong

it If they find none and can prove it

they stop with
M provably wax sized

The algorithm is easier andfaster if M
is

bipartite but still fast in general
called Edmonds's

Blossom

Algorithm in general

The bipartite case
is mostimportant

in applications
Y

f XWY X T e s

Xa 0 52 transpolar

7dhey Xg o oyz
recipients

Yydonors Xy
Ys



How to find an M augmenting path in

a bipartitegraph G
X

X p l Make a digraph
Xp T 97

1
from G andM

T

Hf v FIE
Xz Yz 1 notify

Xy yyd Xo
in M

M

Now lookforany
directedpath P

from

a vertex in X M unmatched
vertices ofX

to Y M
unmatched vertices

ofY

CLAIM

This is the same
forgetting the

arrows as

an M augmenting path P



This then leads to
the Hungarian algorithm

for finding max matchings
inbpartitegraphs e

start with Mo Of 1 no edges
Gren Mi with i edges

build the

digraph check
for Mi augmentingpaths

and either augment
if they exist

or

stop with
Mi Max sized

EXAMPLE

i

TOPI
can'tget
to Y

following
arrows

so Megis max
site



A non trivial corollary

THEIREM Hall's MarriageTheory

In a bipartitegraph G
Xw E

there will be a matching M that
matches allot X i.e M X

tf subsets EX
NCX z X
o N xD

o

neighbors
otX

me
X'EX

O

poet nexttime
using Hungarianalgorithm


