Lecture 11: Quick review from previous lecture

e To check if W C V is a subspace of V, it is enough to check the following 3
conditions:

1. W must contain zero element of V,
2. If vand win W, then v+w € W,
3. If ve WandceR, then cv e W.

e A linear combination of vy, ..., v, is

C1V]+ -+ CpVy

e We define the set of collecting all possible linear combinations of vq, ..., v, by
n
span{vy,...,v,} = {ZCM' L Cly ..., Cp € R}
i=1

Today we will discuss the linear independent (dependent).

e Quiz 3 (covers sec. 1.8, 1.9, 2.1, 2.2) will take place in the beginning of the
class on Wed. 2/19
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Remark:

o If vi # 0 in R?, then span{vy} is the line {cvy : ¢ € R}.

e If v; and vy are two non-zero vectors in R? that are not parallel to each other

(i.e. vi # cvy for any scalar ¢), then span{vy, vo} defines a plane.

D
Example 4. If vi = cvy, then what is span{vy, vo}?

0\0<e,n/a that
AV« bu, = alcVy) thi

- (Okc, +b ) \/29 . <PM\§V2§_
§7>mi\f., \/z} = f}m%f\fzf
= §/>aw2/\f{}

This will lead us naturally into the topic of linear independence, which we’ll

See SOOIN.
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Example 5. Determine the span of fi(z) =1, fo(z) = 2, f3(z) = 2%
g?av\iL/X/XZS - g a ot by + ot { a, b ¢ él@]

- P(Z), Pt&/mwﬁ‘ak 67[ OZej%Q =/

I\,\ ﬂQW}/ {/DGV\[I) X, ><"\j _ F(M) 75[
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§ Linear Independence and Dependence

Definition: If v{,...,v, are vectors in a vector space V', we say they are
linearly dependent if there exist scalars ¢y, ..., c,, not all of which are zero,
so that

civyi+---+c,v, =0.

If vi,...,v, are not linearly dependent, we say they are linearly indepen-
dent.
In other words, vy, ..., v, are linearly independent if the only linear combi-

nation Y. | ¢;v; that is equal to 0 is when all the ¢;’s are equal to 0.
C, \/| + ...t CM\/‘I-. =0
Example 5. (1) From Example 1, we have seen that
Lyz) /C%:-’\ /63\:‘) /Cg‘:,v\
21,2)T Z(=2,4)T £3(5, —1)T 2119, -3)" = 07

thus (1,2)7, (=2,4)%, (5, —1)%, (19, —3)! are linearly dependent.

(2) Let’s consider
AV, + bV, = 0

[ w1 (9] ~48)

a(1,2)" +b(=2,4)" = 0",

What are a, b? { 2\ /o0
0\(2) - }’( 4—) - o)

k=S 45 -0
,_\ T ]V\\,MT’L’& ( 2 4 O
mw(rwu @’Z@ - l o >
Thiny Ax=0 hay soluti™ o g | o©
5)=() b= a=0.
[ s Z( D) p (;:)j o< ﬁmm}/ 'Vﬁéwfemz‘%f
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Example 6. We take the three vectors

|
N
<
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|
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N

Vi =
3 4 -6
Determine if they are linearly independent or not?

Cl \/l+ LUy =+ Cy l/'g = (g) pﬂ/‘C/{ C" Y C—l/ C? .
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WMo
¢ —(2 A5G= O =[C =-2 C3, Zhws, fl/,,,-/ Jg} .
ole
(5) - (3 b 4
<2 -
7}\).«.7\/3 G =1, (g;):(’;) | ,z\/j+3\/£+\/3> O
C3 (

Thes, 10, Ve, ) as Lvanh depodet 4
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[Example 6 continue.. ]

We can then conclude that

Theorem: Let vy,..., v in R" and let A = [vy,...,vg]:

(1) {v1,...,vg} is linearly dependent if and only if there is a nonzero solution
X to the homogeneous linear system Ax = 0.

(2) {v1,..., vy} is linearly independent if and only if the only solution to the
homogeneous linear system Ax = 0 is the trivial one, x = 0.

(3) A vector b € span{vy,..., v} if and only if Ax = :b/is compatible (i.e.,

has at least one solution).

/1
r [ ~ ’7 r C‘ -] _
Y ) T VICJ [ C“Z J - C-{ \/, ) —f—fCK L/](‘
Cre '
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Example 7. Suppose we take any four vectors in R?; call them vy, va, v3 and
vy. Can they be linearly independent? For instance, we take the 4 vectors

1 3 1 4
Vi = ) Vo = 0 ) V3 = = ) Vy = 2
—1 4 6 3
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e We can use the same logic to show the general fact: if vq,..., vy are k vectors

in R”, then they must be linearly dependent if & > n.

e In other words, we have the following fact:

Fact: If £ > n, then any set of k vectors in R" is linearly dependent.
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