
Lecture 12: Quick review from previous lecture

• Definition: If v1, . . . ,vn are vectors in a vector space V , we say they are

linearly dependent if there exist scalars c1, . . . , cn, not all of which are zero,

so that

c1v1 + · · · + cnvn = 0.

If v1, . . . ,vn are not linearly dependent, we say they are linearly indepen-

dent.

—————————————————————————————————

Today we will discuss Basis and Dimension.

—————————————————————————————————

• Quiz 3 (covers sec. 1.8, 1.9, 2.1, 2.2) will take place in the beginning of the

class on Wed. 2/19
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Fact: A set of vectors v1, . . . ,vk in Rn is linearly independent if and only if

the rank of A = [v1, . . . ,vk] is equal to k.

Fact: If vn can be written as a linear combination of v1, . . . ,vn−1, then

span{v1, . . . ,vn−1,vn} = span{v1, . . . ,vn−1}.

*See also Example 4: If v1 = cv2, then span{v1,v2} = span{v1}.
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2.4 Basis and Dimension

Definition:

(1) If V = span{v1, . . . ,vn}, we say that v1, . . . ,vn span V .

(2) If v1, . . . ,vn span V and are linearly independent, we say that they form a

basis of a vector space V .

*So a basis for a vector space V is a linearly independent set of vectors that span

V .

Example 1. The “standard basis” of Rn consists of the n vectors:

e1 =



1

0

0
...

0

0


, e2 =



0

1

0
...

0

0


, . . . , en =



0

0

0
...

0

1


.

Thus, e1, . . . , en span Rn, since any vector x = (x1, . . . , xn)T can be written as:

x =

n∑
i=1

xiei

To check that e1, . . . , en are linearly independent:
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A natural question is: can there be a basis of Rn with a different number of

vectors (not n)?

The answer is no!

In fact, “any basis of Rn must have exactly n vectors.”

Fact 1: If V is any vector space that has a basis with n vectors, then any other

basis must also have n vectors.

To show this, we’ll first show that

Fact 2: If V has a spanning set of size n, call it v1, . . . ,vn, then any set of k

elements w1, . . . ,wk with k > n is linearly dependent.
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[Proof of Fact 1:]

We have shown that if a vector space V has a basis with n elements, then any

other basis must have n elements too.

In this case, we say that n is the dimension of V , and denote its dimension by

dimV .

Example 1:

• We showed that Rn has a basis with n elements (the standard basis e1, . . . , en),

Rn is n-dimensional, or dimRn = n.

• Let v1 6= 0 in R3. Then span{v1} = {cv1 : c ∈ R}. What’s dimension and

basis?

• Let v1 and v2 are two non-zero vectors in R3 that are not parallel to each

other. What’s dimension and basis of span{v1,v2}?
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