
Lecture 24: Quick review from previous lecture

• A square matrix A is called an orthogonal matrix if it satisfies

ATA = AAT
= I.

• If A is an orthogonal matrix, then its columns (rows) form an orthonormal

basis on Rn
with respect to the Euclidean dot product.

—————————————————————————————————

Today we will discuss the QR factorization and orthogonal projections.

- Lecture will be recorded -

—————————————————————————————————

Lecture video can be found in Canvas ”Media Gallery”
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§ The QR Factorization

Revisit the Gram-Schmidt process:

Let A = [a1 · · · an] be n⇥ n nonsingular matrix, where aj is the ith column vector

of A. Thus, a1, · · · , an are linearly independent.

Turn a1, · · · , an to orthogonal vectors v1, · · · ,vn:

v1 = a1

v2 = a2 �
ha2,v1i
kv1k2

v1

v3 = a3 �
ha3,v1i
kv1k2

v1 �
ha3,v2i
kv2k2

v2

...

vn = an �
han,v1i
kv1k2

v1 � · · ·� han,vn�1i
kvn�1k2

vn�1

Normalize v1, · · · ,vn to get orthonormal vectors q1, · · · ,qn:

That is,

qj =
vj

kvjk
)|{z}

rjj=kvjk
rjjqj = vj.

We can get

r11q1 = a1

r22q2 = a2 � ha2,q1iq1

r33q3 = a3 � ha3,q1iq1 � ha3,q2iq2
...

rnnqn = an � han,q1iq1 � · · ·� han,qn�1iqn�1
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Let rij = haj,qii, then we further have

r11q1 = a1

r22q2 = a2 � r12q1

r33q3 = a3 � r13q1 � r23q2
...

rnnqn = an � r1nq1 � · · ·� rn�1,nqn�1

We reach

a1 = r11q1

a2 = r12q1 + r22q2

a3 = r13q1 + r23q2 + r33q3
...

an = r1nq1 + +r2nq2 + · · · + rn�1,nqn�1 + rnnqn

The Gram-Schmidt equations can then be recast into an equivalent matrix form:

0

@ a1 a2 · · · an

1

A

| {z }
A

=

0

@ q1 q2 · · · qn

1

A

| {z }
Q

0

BBB@

r11 r12 · · · r1n
r22 · · · r2n

. . .
...

rnn

1

CCCA

| {z }
R

where rjj = kvjk and rij = haj,qii. This is called the QR factorization.
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Fact: Every nonsingular matrix can be factored into, A = QR, the product of

an orthogonal matrix Q and an upper triangular matrix R.

The factorization is unique if R is positive upper triangular(meaning that all

its diagonal entries are positive (rjj > 0).

Example. Let A = [a1 a2 a3] where

a1 =

0

@
1

1

0

1

A , a2 =

0

@
0

1

1

1

A , a3 =

0

@
1

0

1

1

A .

Find the QR factorization of A.
[Ans:] We have saw in Lecture 22 how to apply Gram-Schmidt to the vectors ai:

We found the resulting orthogonal basis to be

v1 =

0

@
1

1

0

1

A ,v2 =

0

@
�1/2
1/2
1

1

A ,v3 =

0

@
2/3

�2/3
2/3

1

A .

Thus, letting qk =
vk
kvkk

, we have the orthonormal basis is

q1 =
1p
2

0

@
1

1

0

1

A ,q2 =

r
2

3

0

@
�1/2
1/2
1

1

A ,q3 =

0

@
1/
p
3

�1/
p
3

1/
p
3

1

A

It is remaining to find R.
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[Example Continue:]

§ Use QR factorization of A to solve linear system Ax = b.

If A = QR, we want to use it to solve the system Ax = b:

From the linear system, we get

QRx = b

Since Q�1
= QT

(Q is orthogonal), we have

Rx = QT
b.

Therefore, we just need to solve

Rx = QT
b

by applying back substitution since R is upper triangular matrix.

Example. Apply this to solve the system

0

@
1 0 1

1 1 0

0 1 1

1

A

0

@
x
y
z

1

A =

0

@
1

0

0

1

A = b
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[Example Continue:]
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4.4 Orthogonal Projections and Subspaces

§ Orthogonal projections

Definition: We call a vector x in an inner product space V is orthogonal to

the subspace W of V if it is orthogonal to every vector in W , that is,

hx,wi = 0 for all w 2 W.

Suppose w1, · · · ,wn is the basis of W . Thus,

x is orthogonal to W , hx,wii = 0, i = 1, · · · , n.

[To see this:]

Definition: The orthogonal projection of v onto the subspace W of V is

the element w 2 W such that the di↵erence z = v �w orthogonal to W .

We use the notation

z ? W.

The orthogonal projection is “unique”.

Note that such w is the unique vector in W that is “closet to” v.
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Fact: Suppose u1, · · · ,un is an orthonormal basis of subspace W of V . If

w 2 W is the orthogonal projection of v 2 V onto W , then

w = c1u1 + · · · cnun,

where

cj = hv,uji, j = 1, · · · , n.

[To see this:]

Remark: Thus, v �
Pn

k=1hv,ukiuk is orthogonal to W , that is,

⇣
v �

nX

k=1

hv,ukiuk

⌘
? W.

MATH 4242-Week 10-3 8 Spring 2020

-

= =

IT
-

(il W
EW can be written as linear combination

of E U .
.
. . .

,
Un } , so

w = I, U , t . - - t CI Un .

j = Cc , u , t . - -t Chun , Uj > = Cjlujsuj?
= Cj llujll '

(2) Since W is orthogonal projection of uooEw
(V- w) t W * e

-w

⇐

So
, Lu-W , Uj > = o ⇒ C = CHIP
-
• It ( nil B orthogonal , then Cj = NY

" 4*112
' #

"
-

w



§ Orthogonal Subspaces

Definition: Two subspaces W,Z of V are called orthogonal if every vector

in W is orthogonal to every vector in Z, that is,

hw, zi = 0 for all w 2 W, z 2 Z.

Immediately, we also have

Fact: If {w1, · · · ,wn} span W and {z1, · · · , zk} span Z, then

W,Z are orthogonal , hwi, zji = 0

for all 1  i  n, 1  j  k.

Definition: If W is a subspace of V , its orthogonal complement W?

(pronounced “W perp”) is the set of all vectors orthogonal to W , that is,

W?
= {v 2 V : hv,wi = 0 for all w 2 W}.

• It can be checked that W?
is also a subspace of V .

• If W = span{w}, we will also denote W?
by w

?
.

• Note that the only vector contained in both W and W?
is 0.
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Example. Find W?
, the orthogonal complement to W = span{w} in R3

, where

w =

0

@
1

�2

1

1

A

Example. Suppose W = span{w1,w2}, where

w1 =

0

@
1

2

1

1

A , w2 =

0

@
0

�1

1

1

A .

To find W?
.
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