Lecture 26: Quick review from previous lecture

e If W is a subspace of V' with dimlW = n and dimV = m, then every vector
v € V can be uniquely decomposed into W‘L Vv

V=W-+2Z

where w € W and z € W+. Moreover, dimV=dimW + dimW*.
o coimg A = (ker A)t and img A = (coker A)*.
e The linear system Ax = b has a solution (it is compatible) < b L coker A.

e The only vector in both W and W+ is zero element O.

¥ b= Ay

coimg A

img A coker A
ker A

Today we will discuss linear functions.

- Lecture will be recorded -

Midterm 2 will cover 2.5, Chapter 3, and 4.1 - 4.4. Details about Midterm 2 has
been announced on Canvas.
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Fact: nzv‘ -— ”’3 "1‘

(1) Let A be any real m x n matrix. Any vector b in img A has “exactly one”
vector from coimg A mapping from it.

(2) Moreover, if {vy,--- ,v,} is a basis of coimg A, then
H "J) {Avy, -+, Av,} is a basis of img A.
[To see this:]
n
A1 b e Mg A S we can e v elR sothat
Av = b.

(WMQA)Lz ker A Thus we write

vV = X + Z
cownA (“WA) é"""ﬁA)__’O

/.\\F=A(x+z)=/«}x+% = Ax
7Av= b . erd

Zhus, be Ax  whue xc&»\vg/é

Thus (wegl‘SZ%éNe) S""PP'”‘ Ax‘ = Ay 'b, X, 22 €Q> ‘V’AA

Fact: A compatible linear system Ax = b with 5’ img A hag a unique solution
x* € coimg A satisfying Ax* = b.

The general solution is x = x* 4z, where x* € coimg A and z € ker A. The
x* has the smallest norm of all the solutions to Ax = b.

A'n/ solutda o= X4 2. o X %, € ke/A ()

" = 1V XF +21% = x| +2()§/é> _
gy (H120° (‘“ #re Geh) “”“‘JA
=t e LevA =) A, R, = O/)X.z)(?:
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To find the solution of minimum Euclidean norm, that is, x*:

1. Using Gaussian Elimination to find the general solution x to the system Ax =

b.

2. Finding the basis vy, - - - , vy for ker A, and then using the conditions v!

jX:O.

Example. Find the solution of minimum Euclidean norm x* of the linear system
Ax = b, where

I 2 3
A= I 1
1 3 4

and b = (1,1,2)7
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Chapter 7 Linearity

L w

7.1 Linear Functions v
7 e
ddas W
Definition: [Linear operators]

If L:V — W is a mapping between vector spaces V and W, we say that L is

linear if for all vectors x and y in V', and scalars ¢ such that

() Llex] = cL[x]
@ Lix+y]=L[x|+ Lyl

We call such a mapping L alinear operator. We call V' the domain for L,

and W the codomain.

We may also say L is a linear function, or a linear map (or mapping), or a
linear transformation. They all refer to the same properties.

Properties:

e For any scalars ¢ and d and any vectors x and y in V/,

Llex + dy] = cL[x] +gL[y]

——— ~

e For any scalars ¢y, - - - , ¢, and any vectors x1,--- ,X, in V', then
Lieyxy+ -+ + Xy = el L[xq] + -+ + e L[xy].

e L[0] = O (the 0 on the left is the zero element in V; the 0 on the right is the
zero element in W).

7o cee thr :) Llx+y ] = L] +L0yT
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Example.

1. Let C°([a, b]) be the vector space of continuous functions on the interval [a, b].
Define the operator L by

Lifia) = [ rieyie

In other words, we have defined L[f] to be a function, that is, the integral of

I C/L\u(c L 7 Lmear :
@ L [Cf](*): j: S'F(")dt - cr:fol‘t

comslont = CL[.'H(*),

¥

@ LL[F 9] o= ff Feergey dt = [F de #Tgde
= LI+]oo +L{a]0y

2. Now define the operator L : C'([a, b]) — C"([a, b]) by

Lifl(a) = - f(x) = /'),

where f is in C([a, b)), the space of differentiable functions on [a, b].

Chack L i« [Lpear!

@ Llet]o = F)x)= cfx = c LIfl)
‘L,C‘J"‘f(an't ‘

©, L[—F“’ﬂ) (=) = (++ﬂ )/(n) = ‘F{x) <t @,(x)
- L[‘{'] + L[ﬂ].#
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Q: What are the linear operators L : R — R?

Suppose L is any linear operator L : R — R. Then Llcx] = cL|x| for any
numbers ¢ and x (we think of ¢ as a scalar and x as a vector, but since z is in R
they’re both just numbers).

Fov any x € R,
L[x] = L[x1]= =LDO]
“Wenhes
let o= L[], cenlay., $o  the lntav opatov
L[K] = a X, Lo 'B)(QJRO\/M a\,q
‘\‘('“'th&)

Pewww‘tt A’“ IMQ«V 0’20yaTM L N [ ’? 0L
/mes posig
Y mle« the avg)a S [L[x]:ax
S
Warning: The function f(x) = ax + b is not a linear function unless b = 0, even

though its graph is also a line; this is because f(0) = b, so it doesn’t pass through
the origin (unless b = 0)

Example. We can think of A (m x n matrix) as defining a mapping L from R”
to R™, defined by

\f[v] =Av v eR"
The mapping L is linear (that is, a linear mapping from R" to ]1_%:”)

() Lkv] = cllv] . -
@ Llive)) = Llv]+ L[w]. ¥
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Q: Are there any other linear mappings from R" to R™? That is,
can there be a linear mapping not of the above form, for some matrix A?

Fact 1: Every linear mapping L from R" to R is given by matrix multiplica-
tion, L{v] = Av, where A is an m X n matrix.

[To see this:]

Lt ©i,..., @ he ¢k tonded bai o K"

é\l /", é\w v -P;V er'.

]:U'Y J:,’ s V‘/
L = a'd. A N
[fiJ = J- = : = 0.J€.+ - -- +a“..ieh
- a*
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