Lecture 29: Quick review from previous lecture

e Theorem: Suppose L : V — W is a linear operator, and vy,...,v, form a
basis of V', and wq, ..., w,, form a basis for W. We can write
V=xVi+---+ax,v, €V, W =1yW|+ - +y,w,, €W,
where x = (@1, -+ ,@,)" are the coordinates of v relative to the basis of V

and y = (y1,--- ,ym)! are the coordinates of w relative to the basis of W.
Then in these coordinates, the linear function

Llv] =w,

is given by multiplication by an m X n matrix B, and then

E3

Today we will discuss eigenvalues and eigenfunctions.
Besis L V)= Av
— >
i\n,V1,---/ \rv\ } ( w’:*--/ Mjm}

The. +Hhe wmetiX Ley-efev"fﬁﬂ)/‘ "'P L n thee bases is
B= T7A4S .
whew  S=[Viev]  T=[w. w.,]

- Lecture will be recorded -

e Midterm 2 will cover 2.5, Chapter 3, and 4.1 - 4.4. Details about Midterm 2
has been announced on Canvas. See category ” Announcements” .
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Example. Let V = P®) the vector space of polynomials of degree < 2; W =
P the vector space of polynomials of degree < 1; and

Lipl(z) = p'(z).

Consider the basis {z?, 2, 1} for V and the basis for {g,i} for W. Find the matrix
representation of L in these bases.

Frz) L F")

Y’[‘; X, 'I {)l, ']
L
Mowwe  [8) 7 ricEde@, (%)
L{x*] nx=3'>_<1+_q-7
L(x ]
L['] O =\0.x+ 0|

7&»4} L n these bares s [2 © O]

| =10(X + ||

"

O | o
—
O beervetow:
(7]
L[6\x-rbx-(-¢] :[-; ?‘)O]{I,) = (2‘:)
;AJ ¢ 5

*Note that the matrix A that represents L depends on the choice of basis for V/
and W!
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Example. Again, we consider the linear operator L : V' — W defined by

Llpl(z) = p'(2).
Suppose that instead of the monomial basis for V' and W, we had instead used the
basis {2 —z,x — 1,1} for V = P and {2z, 1} for W_=PW. Find the matrix
representation of L in P}Q&% bases. L P @)
{x‘-x, I r} — f”—x, ‘}

IYOW the P\Q V17X exaw')le, L[P7 = [ i) t') g]/
M -those baces rxz’x/ 1} Gv\4 [x’ ‘].

)

LAl ~

ax=20x+00)

LB= T7A S| whex

b [_,—-I:O)(-H-‘
S={(- 73 and T =[3 ,0)
o - | .
T t ) 2
KXoX = | X% )X + - K==z ox ¥ 1(x)=1-|
v, = _:)
i — [ O o
22yl /72 0© _
So, R = (01) (ol.)){ol _: ,a)
- o o)
( [0/ -
ﬁ()l?cwf'\?v\ ' 2 L
g ; f)(—x) X-l, '; - > f 2’(,\].
x'A (5) B0 BY=(]), x0
X —| (g) ———s B(Z):{?)’af::)‘)
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§ Canonical Form of the operator L.

We take any matrix A = A,,«,,. Suppose the rank of A is r. Let L[x] = Ax.

Let vi,...,Vv, be a basis for coimg A, and v,,1,...,Vv, a basis for ker A, the
orthogonal complement. So vy,..., Vv, are a basis for K",

As we've seen
)

{wy = Avy,...,w, = Av,} is a basis for img A.
Take W 1,..., Wy, to be any basis for coker A. Then
{wi, ..., W, W, w,, } is a basis for R™.
Q: What is the matrix for L in the bases v, ..., v, of R" and wy, ..., w,, of R™?
R A ™ fAu o, BV, |
W) a’Y
‘ > i\Mﬂ A

o.uwal\
[, %) [ Ve

0

° L [\r;] ZA\I{:"A’; P ey €Y I o ol 0.-.0
- B: o (. il :
L[Vj]:AV“:O , J)Y ) : c',.;:p

&: LIw)=2 1wy +0uwy ¢4 0w,

LIi] = O+ | wae e eouh © » ©° .. c; mewn
Ov
o@§= fll,-"lfy\]’ T = [V. . m] BzT-’AS’ (IYO)
© O /mxn

* In other words, the top r-by-r block is the identity, and everywhere else it has #
0. This is the canonical form of the operator L, that depends “only” on its rank.
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Example. Let the operator L[x] = Ax, where

1 2
A= 2 4 1.
-1 =2

Find the canonical form of the operator L|x

Tond  besn  Hor co;la.g/& A‘”’(
crg A - v’wf(ﬂ

Ind  beiy A ke, A [v‘z[z)f
md  hass T cole /) - f (—;)/ {."l”.

Wy W)

Bass Fov ,‘\«a’ A fAu- {‘,)}

W|

C QI~

cC o\nN
N~ >

Now . we bot S= [ K] T= (wws w]

B= T°AS = ().

Jy we  (an  also ‘ﬁb\c( B
ArlA]: lW/:[ M*OW;TUW)

A[Vt] = 0 =0 W+ "W““C)M.
7““, B: ) O
’ (z3)

a—
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Chapter 8 Eigenvalues and Singular Values
We will discuss 8.2, 8.3, 8.5, and 8.7.

8.2 Eigenvalues and Eigenvectors

As we will see, eigenvectors are a natural basis for expressing the action of sym-
metric linear operators.

Definition: If A = A,, Is a square matrix, we say that a scalar X\ is an
eigenvalue of A if there is a non-zero vector v # 0 satisfying

Av = \v

If A is an eigenvalue, we say a vector v # 0 satisfying Av = Av is an

eigenvector.

*Important: The zero vector 0 is not allowed to be an eigenvector, by defini-

tion. A
V4 —_ > VARYA
Properties:

e In geometric terms, the eigenvectors of A are those vectors that are stretched /scaled

by A.
e The eigenvalue A is the amount by which the eigenvector v is stretched.

e Note that even though v # 0, we may have A=0.

(——V'/““‘ A=o AV?—O’U’-’O.

Thas H Con heep pern -fg‘ e kard N
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§ How to find eigenvalues and eigenvectors. Let’s rewrite the equations
Av = Av into

—

- BA—AUVZET ()

where [ is the identity matrix.
Clearly, it is a homogeneous linear system, and thus v = 0 is a solution of (1).

Q: How to find its nonzero solutions (eigenvectors v)?

(/]
In other words, the ejgenvectors v with eigenvalue A are the non-zero vectors in

the kernel of A — \I. A-2T ¢ VI +H véw ke
B ‘ “ w .

Thus, we have the following fact.

Fact 1: A scalar A is an eigenvalue of n x n matrix A if and only if A — A\I is
singular (ramkA=—=m).
Y ank (A— nNL)<cnN,

From Fact 1, we immediately have

Fact 2: A scalar X is an cigenvalue of n x n matrix A if and only if X is a
solution to the characteristic equation

det(A — AI) = 0.

We define Ve 7"5’”"“”" o+ «/ejne n
pa(A) = det(A — ),

the eigenvalues of A are the roots of pa(\), i.e. the values A at which py(A) = 0.
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1 -1
Example. Find eigenvalues and eigenvectors. Let A = ( 5 0 ) :

) 0= dot (4-2T)
- cl.at("" -—’)

-2 b'/\

(l

= (1-n) (-A) -2 (A1) (A-2)

o, A= -, 2. eige values
@) nd €Yo vectovs .(Fn«/ ke, (4—21))
Azl A—21=A+I=(i"’)
(27)(3) = ()
A= (37) (53)G)=C) G- (e)
A= 2 : A—zl:["”) —>("’) ”

(33)15)=(2) = (5)-()
5‘

Remark: If v is an eigenvector A for the eigenvalue A, then so is every nonzero
scalar multiple of v, that is, ev for scalar ¢ # 0.
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