Lecture 31: Quick review from previous lecture

e A and AT has the same eigenvalues.

® tl"(A()ld‘i) 2?21 Q;; — 2?21 )\14(2) det A = )\1)\2 cee )\n

o If \i,..., \; are pairwise distinct eigenvalues of A, then the corresponding
eigenvectors vi, ..., vy are linearly independent.

e An eigenvalue A of a matrix A is complete if the number of linearly indepen-
dent(eigenvectorg with eigenvalue X is equal to the@@ultiplicity of \.

Today we will discuss Diagonalization.

- Lecture will be recorded -

e Solutions for Midterm 2 has been posted on Canvas, see ” Announcements”.
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Example.

c 1 : : R :
o A= ( 0 c) has only one e1genvalu@mth multiplicity 2, with only one

eigenvector (1,0)%. Tts eigenvalue ¢ is NOT a complete eigenvalue.

0= det(A-71) = det (‘;"‘c_’a) c €-n)

A-cI = (3;) Kev (A-c1) = spanf ()] =L , @igencpace

: c 0 dw U, = [
e On the other hand, the matrix B = 0 ¢ also has only one eigenvalue

¢ with multiplicity 2, but it had two linearly independent eigenvectors (1,0)%
and (0,1)7 (and any non-zero linear combination of these). Its eigenvalue c is
a complete eigenvalue.

0= det (B—22)=-2)

B-cI = (Z > ) e, (B-CT) hes bos?b{(.!)’(,o)]:u , €1Gencpace
h'ﬂ‘T“ Jr)"\ -U;.:z 2

Definition: If A is a matrix with eigenvalue A\, we define the eigenspace of
A to be
Vy = ker(A — \I).
Then

dim V), = the number of linearly independent eigenvectors of A with eigenvalue .

Thus, if dim V), = the multiplicity of A, then X is complete.
*It can be shown that dim V), is never greater than \’s multiplicity.

— e

a complete matrix. v A= (SL) s M_‘L co
o B: (C o

Definition: If @eigenvalues of A are complete, we say the matrix A itself 114
ot

Fact: If n X n matrix A is complet then we can form a ba81s of C" with its
eigenvectors.
S ———
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§ Diagonalization. Consider the linear operator L|v] = Av. Suppose ma-

trix A is complete, and vq,...,Vv, are its basis of eigenvectors, with eigenvalues
) ST
Q: What happens if we change basis, and represent A in the basis vi,...,v,7

[To see this]. Denote by B the matrix that represents the operator L[v] = Av in
the basis vi,...,v,. As we've seen,

B = levI

where e‘zj.ev\vet‘fil‘/s FILA

V:[Vl,.. Vn]
U3 = AT = Alv, , -- .,\] [A\r,,.- ,4\1;\
=[rnvi, ., ]
l‘[ B:[b|,--.,’om]/‘('l'l-2h //
T3 = V[Ia,, e, LV\].: [-V-b,,--,,_u—k..].

{‘w&, Vb“- = 7IJ—\/’J~ 1€ £ N

Wywmg )oé* = ("'J‘) , +hen

V'Ov‘ - --Vi = ﬂJU}
{V'Ca \F‘,u, Jy\ o2 ,lWaV) I\AJ@I’&\.J&V’( thos O

MATH’}Q?Z?WJeekeéI ibd- O ‘F\:d 3 I‘t leaclg to B—(lslgrlqg;)g)
hri= /,r O Nunl/g



From above, we have shown that we can factor any complete matrix A as fol-

lows: g:cli\jf ()],—-_/7{“) - U’IAU

A=VDV™!
where V' = vy, ..., v,] is the matrix of eigenvectors, and
N O o 0
D = diag(\y, ..., \,) = 0 A O
0 -0 0 A,
is the diagonal matrix of eigenvalues.
v’ In other words, representing the operator L[v] = Av in the basis of A’s

eigenvectors gives a diagonal matrix. (‘B)

Definition: We say that the matrix A is diagonalizable, meaning it can be
factored in the form A = VDV ~! where D is diagonal and V is nonsingular.

Fact: A matrix is complete if and only if it is diagonalizable.
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Let’s revisit the examples. e Lecture 30

3 1 0
Example. A = 1 3 0 ]|. We have found its eigenvalues A\ = 2,2,4.
0 0 2
Moreover,
/caw,:lz-(e
eigenvalue A = 2, eigenvectors vi = (—1,1,0)", vy =(0,0,1)7,
eigenvalue \ = 4, ei%envector vy =(1,1,0)".
= CD\—-V ¢-t<

Thus, the matrix A is .complete. Moreover,

—l0| ,Iuc
,A:VDV_l, Iy { /or)

o1l 0
where D = diag(2,2,4) and V' = [vy, vo, v3].

EX : 7o
‘WP“‘CQ
U
Example. We already have found the eigenvectors and eigenvalues of the rotation

matriXQ9—<0980 —SmQ) (7\/\ lecture 30 )

sin 0 cos ¢
, and eigenvectors (i, 1), (=4, 1)L,

N -—7\_-: I vy v
_ [ i e’ o -0
(99_(| 1>(°e"’)(")
- 1 —C) (QTB o '% kz
(l ! o e-w % yz

We've seen that 0y has eigenvalues e and e=%
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8§ Some properties

e Suppose A =V DV~ where D = diag(A1,...,\,) and V = [vy, ..., v,].
What is A% and A*?

2 - - ~f 1
A"= VDU_VUDV = yDIDV =UDW
_’_U—BZU—'

Tn ge_vw/w\f,

A = vD v’

- [‘r ot U‘"] { [ U--- lﬁ\']
o 2 :
Fact: A" has the same eigenvectors as A, and the eigenvalues are just A, ..., \¥.

N ° M [~
. . Let D= ( ' ) = /
To generalized this fact: / o M./ o ‘M,

e We say two matrices A and B are simultaneously diagonalizable if A =
V}D]lV 1l and B = K”D_Qi/_i for diagonal matrices Dy and Ds.

AB= VDU DU=UDRU"

= U (’;/“ h/:“) vl

o ga = V(T > v
0 ﬂy‘"u .
_Hlmf, AB = BA
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Fact: If A and B are simultaneously diagonalizable. Then A and B
have the same eigenvectors. And AB does too and the eigenvalues

are just the products of the eigenvalues of A and B.

o If A= VDV then A is invertible if and only if D = diag(A1,...,\,) has
aldiagonal elements.
Indeed,

dtA= det (UDU)

= det U - deeD - c'l:ta[-')
= det D= n,7,... 2,
So det A # 0 if and only if all \; # 0.
e Find A%,

A= (vou)”
= —U“')" D™ ..U-—l
= —U" D—' —Uﬂ

’U—(?J\—v '\ ° ) -U~I

!
(o) 7\—“
[

A T @iy ovvalue + A7
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8 Systems of Differential Equations.
Consider the system of differential equations

Ty = 311 + 19 + T3
:C'2 = 221 + 429 + 223
Ty = —x1 — To + T3,
where x; = x;(t) is a differentiable real-valued function of the real variable .

Clearly, z;(t) = 0 is the solution of the system.
— To find the general solutions to this system:

X, 3 X,

( X,/ - 2 4 2 K2

\(3’ _’ _, xl
< /

~
?’(f) g/,\‘/' X(t+)
7
We caw ngw»l?za_ A o A= VDU,
- [ °" _ -l o =l
e D—(j’:‘:)/ V= 77.:2)
— [ V) v .
| =2, eynveans vy, Vi w Y
7\=6. / ‘) Vi J
X’ (t) = AX(—(') = D'U'-'x

D—
—

_ >
= Ux =Dvx
Let  |ytr= U 'xet)]| . Theun.

«g’(ﬂ: D Yy

. ‘¢ 2 y
thet >, ('J, v ): 2 ( '4.’ , whd s
&'y

%’it) L ol
9!’(7’ 8 3 . muSprin‘g-.Qm s
<o Cg‘ ve -
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4= A, dge=a et
itd,’(-r)c 2 4,14, , ¢ )= Cy et , C,G, G €R
4 -~
Yo (e & Ystr) Yit)= Cy e4t

€0, Xtz Uy = (3'3,")(2221)

e

=€( ()*Cz[')/-/—e (c,/))
— _ m,e,,w.q)

v Koy (M- 11) |

2%



