Lecture 1: Welcome to M4242

Today we will discuss

e how to solve a linear system.

- Lecture will be recorded -
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Lecture 1: Chapter 1. Linear Algebraic Systems
1.1 The Solution of Linear Systems

What is linear system? For example:

Sx + Ty + 32 =2

2r +y+ 62 = —1 j;haav f)/"CeM,
r— 10y +32 =05

(3 equations with 3 unknowns x, ¥, z), or

w+dr+ Ty + 3z =2
2w+ 2x+y—6z=1
Sw+x+ 10y +32=95
2w — 92 +4y 4+ 0222 =7

(4 equations with 4 unknowns w, x, y, 2).

Goal:Given such a system of equations, we want to find the variables z,v, z, ...
that satisty all equations simultaneously.

We will learn Gaussian Elimination, that is to reduce the original system to
a much simpler system that still has the same solution.
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Example 1: Find solutions of the following linear system:

x—2y+z=23 -@
2¢ —y—2z=6 = (=)
3r — Ty + 42z =10 ——@
l Fix #7 Mm@ . Use O 1o elwmmate “x @@_
O-10 : 2x-4y -22= 6
=) Ax-4y+22 = £
- 3%-42=0.-—/er@

@-3@ : 3X -7 + 42=/0

-)3)( —-6‘37*32.:?
- -4 + Z=| - New @

Now s, (thn .
T x-19 + ¥ =3 has = the cams  Solaton

3y -4t =0
@.,.7-,' os  the M?‘Md me,
but s M

;‘ gu I\/.Q
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[Example Continue]

Remark: (1) If we have n equations, n knowns:

( equ.(1) Vs Y 1o elmmate " 15 vavable” fiom (2) - - (W)
" \l/um (2) v "2 L foe(3) - (W)
\ equ.(n)

L‘V\o% wa g,ct - U\,DI?eY ‘Mu\ﬂﬂmlav ‘fwn./

Ths o clled T Gausan  elminatin

(2) Back substitution: Solve this triangular from system from bottom up.
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1.2 Matrices and Vectors and Basic Operations

A matrix is simply a rectangle array of numbers, such as,

cos(1) 1
4 06
—10 €

The 1st matrix above is a 2 X 4 matrix and 2nd matrix above is a 3 X 2 matrix.
Y S ze. Srge—

Generally, an m x n matrix A is a two-dimensional array of m - n numbers:

/—\ a'z: [ St o

a

1 ™" column
I

Amil Am2 - Qmp

where m is the number of rows and n is the number of columns.
The element a;;, 1 <7 <m, 1 < j <n,is called the entry of A.

A column vector is a matrix where n = 1:

|

U1

(%
V f—

Um

A row vector is a matrix where m = 1:

W:(w1w2 ...wn>
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§ Three basic operations:

1/ Matrix addition: / \
@11 a2 Aip bi1 bio
a?l Q?Q a?n 4 b?l 522
Ui Q2 Ay b1 b2
ay +b11 ap + bio a1p + bin
_ | Gat bo1 @z + oo a2p + bap
1 + b1 Ao + Do mn + Omn

~

ai;p ai2 A1n

as1 a2 as
C >< . . . n

am1 Am2 Amn

C-al
C - a9

C- a1
C - a9

C-QAm1 C-Am2

2| Scalar multiplication: If ¢ is a number, we can multiply a matrix by c:

C-ayip
C - Aoy

C'a/mn
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, . focct 7
3| Matrix multiplication: o7 e '
Wlwﬂv‘ l/“' ‘l/l ’ "‘/‘Ir) *(w, ), ‘Vr)
w1 = Vimt -ty

(v1 @) | = VW + VaWs + - - - + VpWp
ow vectoy  1#p w,

px |
Generally, if A = (a;;) is m xgmmatrix and B = (b;;) is@wx p matrix, then

their product C' = AB isatrix and has entries:
ci; = (" row of A) x (j"column of B)

J
* nw—hoy o wlamas oF A — nownlaoe d‘ rows-—J] B

Qy G, - Qa b, ba --- b

~ o <
N ¢ . © L
.

A, --- Omn by by bap
C C. - - C'P
= : {.
Cm o Gepimxp
whae C, = (ah G, - 0,_3)( s ) = a b, -P—-—fan..‘v‘,'
b;,
G, = (&., e G.) ( h:z ) = Ay b, + -t
bus

& o

'Remark:
e Matrix multiplication is associative: (AB)C = A(BC)

e Not commutative: in general, AB # B.A.
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Example 1: Let A = (0, 1,(202‘ and
Z

B —

—_ O =

Ww

3
4
Compute AB and 3B. Can we compute BA? (ww).

( 3 - >
AB =( 0 1) (04 = ( /4-)“(

2
¢

3 1
3B = 0 (2
3

IS )ax2 -

§ Vectors, matrices give a convenient notation for linear systems.
For example,

linear system _ /4 - r’( b
3

y | =16

Sr—Ty+4z =10 3 =7 4 z 10

In more compact notation, we can write: | A x =b

3
rT—2y+z =3 I =2 1 x

2 = =2z =06 is equivalent to : 2 —1 =2 =

1 -2 1 x 3

A=12 -1 =2 |, x=1|v |, b= 6

3 =7 4 2z 10

* Note that the solution x was obtained in Example 1 above.
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§ Some special matrices and notations that we will see and utilize many

times in this course.
o The n-by-n identity matrix, typically denoted I or Iy, defined by:

100 - 00)

001000
== 00

000 - 10

In other words, I has 1’s on the main diagonal, and the off-diagonal elements
are 0. It’s easy to check that

I,A=A and BI, =B

for any matrix A with n rows and any matrix B with n_columus.

o The m-by-n zero matrix, typically denoted O or O,;,«,, which has all zero |
entries. It’s easy to check that

Om%f Ow for any n-by-k matrix A

and

EOan = Opyxp for any k-by-m matrix B.
M

o We denote by diag(ay, ..., a,) the following n-by-n matrix:

(a1 00 0 0)
0 ag O - 0 0
diag(aq, ..., a,) = b
0 00 - a,q1 O
\ 0 00 0 ay)
Using this notation, I,, = diag(1, . .. ,_})
W ot
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§ The augmented matrix for a linear system appends the right hand side as an
extra column to the coefficient matrix.

For example, the augmented matrix for the linear system

x+2y+2z -

2z + 6y =1

dor 4+ 4z =10
is the 3-by-4 matrix:

1 2 2@

2 6 01

4 0 40

For clarity, the augmented matrix can also be written as:

1 2 212
2 6 0]1
4 0 410

Gaussian elimination can be expressed entirely in terms of the augmented matrix.
Also, the operations of Gaussian elimination can be used to update the aug-
mented matrix.
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