
Lecture 29: Quick review from previous lecture

• In Rn, for vector ~x, change coordinates from v1, . . . ,vn to w1, . . . ,wn:
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• Consider a linear operator L : Rn ! Rn, L[x] = Ax.

Rn with basis {v1, . . . ,vn} �! Rn with basis {v1, . . . ,vn}
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where S = [v1, . . . ,vn]. The matrix representation of L in these bases is
B = S

�1
AS.

—————————————————————————————————
Today we will discuss

• Section 7.2 linear transformations.

- Lecture will be recorded -

—————————————————————————————————

• Exam 2 (This Wednesday) will cover 2.5, 3.1-3.5, and 4.1-4.4.
Instruction and practice exam have been announced on Canvas.

• Exam time is 50 mins with additional 10 mins for scanning and submission
to Canvas. This is a closed book exam and everyone needs to Open
Camera.
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3. A linear operator L : Rn ! Rm, L[v] = Av.
Consider the vector ~x in Rn with the coordinate (x1, . . . , xn)T in a basis v1, . . . ,vn:

~x = x1v1 + . . . + xnvn in a basis v1, . . . ,vn

Rn with basis {v1, . . . ,vn} �! Rm with basis {w1, . . . ,wm}

(x1, . . . , xn)
T ?

Q: How do we find the coordinate (y1, . . . , ym)T of the vector L[~x] to the basis
w1, . . . ,wm?

~x = x1v1 + . . . + xnvn �! ~y = L[~x] = y1w1 + . . . + ymwm

B = T
�1
AS is the matrix representation of L in bases v1, . . . ,vn andw1, . . . ,wm,

where T = [w1, . . . ,wm] and S = [v1, . . . ,vn].
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X One reason for changing basis is that some coordinate systems are better-
adapted for a particular operator L than others.
Example 5. Consider the operator
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Consider a new basis v1 = (1,�1)T , v2 = (1, 1)T for both domain and codomain.
The matrix representation of L in the basis v1, v2 is
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• In other words, if x = av1 + bv2, then L[x] = 6av1 + 4bv2. So L scales along
the direction of v1 by 6, and scales along the direction of v2 by 4.

• The simple geometry of L is only revealed by the new basis; it is not apparent

from the matrix in the standard basis,
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�1 5

◆
.
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Example 6. Suppose we have the operator L : R3 ! R2 given by

L
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The matrix A =

✓
1 1 0
0 1 1

◆
represents L in the standard basis.

Q: Consider the basis

v1 = (1, 0, 1)T , v2 = (1,�1, 0)T , v3 = (0, 1,�1)T of R3

and
w1 = (1, 1)T , w2 = (�1, 1)T of R2.

What would be the matrix representation of L in these bases?

So applying B to the coe�cients of a vector v in the basis v1,v2,v3 returns the
coe�cients of L[v] in the basis w1,w2.

MATH 4242-Week 11-1 4 Spring 2021

ii. 7TH
.

-

lei.ea.es.IE/R3&se..eu1tr1R2.1R3.lVi/L
,

IR
'

,
I Wil

.

Matrix representation of L

B. = T " AS
,
where T=[wives ]

- I
= fi Aft ! !) s -- Ev . v. us ]

.

= El : II
.#

Observation't word
.
in Evil Is word .

in E wit
.

I Ytovztovz ; ( ! ) By Bf! )= (f) ; 14+0 wz .

out # us ; ( Yo ) B- 13111=1 ) ; - twit w
.



Example 6. Recall that P (2) is the vector space of polynomials of degree  2;
P (1) is the vector space of polynomials of degree  1.

Let the linear operator L : P (2) ! P (1) satisfy

L[p](x) = p
0(x).

(1) Consider the basis {x2, x, 1} for P (2) and the basis for {x, 1} for P (1). Find
the matrix representation of L in these bases.1

(2) We instead use the basis {x2� x, x� 1, 1} for P (2) and the basis {2x, 1} for
P (1). Find the matrix representation of L in these bases.

1*Note that the matrix A that represents L depends on the choice of basis for P(2) and P(1)!
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§ Canonical form of the operator L.
We take any matrix A = Am⇥n with rankA = r. Let L[x] = Ax.

Consider ”a suitable choice of bases” for domain and codomain:

Rn with basis �! Rm with basis

{v1, . . . ,vr| {z }
coimgA

,vr+1, . . .vn| {z }
kerA

} �! {w1, . . . ,wr| {z }
imgA

,wr+1, . . .wm| {z }
cokerA

}

Then the matrix representation of L in bases v1, . . . ,vn and w1, . . . ,wm is

B = T
�1
AS =


Ir Or⇥(n�r)

O(m�r)⇥r O(m�r)⇥(n�r)

�

m⇥n

(Canonical Form),

where T = [w1, . . . ,wm] and S = [v1, . . . ,vn] with Avj = wj for j = 1, ..., r.

[To see this:] Take v1, . . . ,vr a basis for coimgA, and vr+1, . . . ,vn a basis for
kerA. So v1, . . . ,vn are a basis for Rn.
As we’ve known, {w1 = Av1, . . . ,wr = Avr} will be a basis for imgA.

Take wr+1, . . . ,wm to be any basis for cokerA. Then

{w1, . . . ,wr,wr+1, · · ·wm} is a basis for Rm.
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Remark: In other words, the top r-by-r block is the identity, and everywhere
else it has 0. This is the canonical form of the operator L, that depends “only”
on its rank.

Example 7. Let the operator L[x] = Ax, where

A =

0

@
1 2
2 4

�1 �2

1

A .

Find the canonical form of the operator L[x] = Ax.

MATH 4242-Week 11-1 7 Spring 2021

L -- IR
'
→ 1123

.

A → ( IE ) .
ranks - l

.

Canonical form of L is (¥"} )
.

-

IR
' I

, IRS

--

¥
..

x
{v.I

'mg Asw
, } Cokes

find a basis for using A :/#t ) )
.

i
, ing A 'fwiAv , = (¥11

.

s Ker A -
- f -

vz -- (T ) )
.

s coke A- ( wz -- f
-f )
,

5- ( f) l
.


