Lecture 30: Quick review from previous lecture

e Consider a linear operator L : R" — R™ L[x] = Ax. A

R" with basis {v1,...,v,} — R™ with basis {w1,...,w,,}
X, (@1, ..., 20) LX), (y1, .. ym)"

Then

Y1 L1

. -1 .
=1 "AS :

Ym B Ty,

where T' = [wy, ..., w,,] and S = |[vy,...,Vv,]. The matrix representa-

tion of L in these basesis B =T 'AS.

Today we will discuss

e Section 8.2 Figenvalues and eigenfunctions.

- Lecture will be recorded -

e HW 10 due today—at—6prr next Momo{dy at épm.

e The solutions, statistic, and grade for Exam 2 were posted on Canvas.

e The University provides free peer tutor service, which can be found in
https://www.lib.umn.edu/smart (SMART Learning Commons)
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Chapter 8 Eigenvalues and Singular Values
We will discuss 8.2, 8.3, 8.5, and 8.7.

8.2 Eigenvalues and Eigenvectors

As we will see, eigenvectors are a natural basis for expressing the action of sym-
metric linear operators.

'Definition: If A = A,xn 18 a square matrix, we say that a scalar A is an |

eigenvalue of A if there is amon-zero vector v # 0 satisfying /7‘ Av=ay
/ Av = )\v ‘ [Z v

If X\ is an eigenvalue, we say a vector v # 0 satisfying Av = \v is an eigen-

vector.

*Important: The zero vector 0 is not allowed to be an eigenvector, by defini-
tion.
Here the action of a matrix A on the eigenvector mimic scalar multiplication.

( Properties:

1) In geometric terms, the eigenvectors of A are those vectors that are stretched
or scaled by A. See also Lecture 29 Example 5.

2) The eigenvalue \ is the amount by which the eigenvector v is stretched.

3) Note that even though v # 0, we may have A=10. A\/: Ov L v#+o,
Goal:
* 0 .0
i
0 0 =
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§ How to find eigenvalues and eigenvectors.

Let’s rewrite the equations Av = A\v into

(A—XM)v =0, where [ is the identity matrix. (1)

Clearly, it is a homogeneous linear system | and thus v = 0 is a solution of (1).

Q: How to find its solutions (eigenvectors v)?

In other words, the eigenvectors v with eigenvalue A are the fion=zero Vectors in

the kernel of A — AI. V & key(A-—ﬂI)
» .

0
Thus, we have the following fact.

Fact 1: A scalar \ is an eigenvalue of n x n matrix A if and only if A — A\I is
singular (amhed—<).
\

Y
vank (A-11) < V\.)

NVT  Mmvestible

From Fact 1, we immediately have

'Fact 2: A scalar \ is an eigenvalue of n x n matrix A if and only if A\ is a|
solution to the characteristic equation

det(A — A1) = 0.

Summary:

A is an eigenvalue <= there is a nonzero vector v so that Av — Av =0
<= A — A is singular
<= det(A — \I) = 0.

MATH 4242-Week 11-2 3 Spring 2021



We define €haracteristic polynomial of A by
pa(\) =det(A=pXi)s , Pol)«nm"iﬂ‘ with dejn« "

the eigenvalues of A are the roots of p4(\), i.e. the values A at which p4(A) = 0.

Example 1. Let A = _; _é

O Set up det (A-21) =
dzt("" ” )=(l-7a)l—7')~2

-2 0-A X
= N /(- ?
D 0
= (N\-2)(N+])
N= 2, -l ow e?aemw/uﬂS.

. Find eigenvalues and eigenvectors.

#

@ FInd elgenvectos ( véker(A AI))
pmzc A-aur=(05)S 13)

Y k- zz) [(%), ¢eR)

let ﬂ:l,

-
(') eﬁen\/@(ﬂw MY{S,?OHJA‘J

2 - o A=2.
A‘fl:(_z ') :

/
Vz = ( 2 67:7@(/\ vetur w\'n;/;ov\o/;g To /’):.,

'n//z) /_7) 1,4_;1;_._4)_‘:&/

A2

Remark: If v is an eigenvector of A corresponémg to the elgenvalue A, then so is

every nonzero scalar multiple of v, that IS,@OF scalar ¢ #£ 0,
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0 0

2
Example 2. Let A = ( 0 5 —1 ) . Find its eigenvalues and eigenvectors.
0 -1 5

O Set up det (4 -21) =0
O = det (3;’1 ri' -3 )r‘("")det(r:(}‘ :n)+0 to

o - Tt-n

- -7 ) [ee=mi=1)
= (2-2) ( A —joA +24 )
= (2-1) (A-4) (A-€)
2-7 o v I
"'—.-@ 2-N )
I { Ps - - ) @ SN i - -—'0 )
o @ 7 o 0 f—h-:'.—,,
Azt(A’ﬂZ);(2—)])(5-__7))(1,_""—_']7')
= (2-2) (5 ) ((s=a'=)

-
N= 6, &4 2 aw af\z]evwlug,s.

@ Find erjw\/etﬁ'\fs ( ,,“/ ¢ ker ('4'7”)).

N=¢: A-61 =(fj _73)‘?_’8['1‘ :2)
4o -2, x=o oo-( —i s 50 /.
) (3)] )

Let i‘r—',vi_["cl?)‘ #

|
o
V, = ( | J .
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[Fact 3: Matrix A is singular if and only if A has a zero eigenvalue. ]

[To see thij

"< {;\oﬁv\‘av (dzr A =0 )<=) kev A %’ ( o }
> ,#Ve ker A

= Av=0=0v
<3) 0 s g‘jemm‘u\g

v i @3@, vemTuv

Fact 4: A and A" have thefsame eigenvalues.
*However, the @igenvectors do not need to be the same.

[To see this:] Chovaterrtic QZMO\{’W + A :
O = oet (A-21)
= det (A =N I)T

= det (AT-21)
charaterdtn eZ o '/JV AT‘

2 Smer dec B =det'87,

MATH 4242-Week 11-2 6 Spring 2021



§ Basic Properties of Eigenvalues.
Let A is a n X n square matrix. Recall that its characteristic polynomial

pa(A) =det(A=XIp=c,\"+ -+ 1A+ ¢

is a degree n polynomial, whose roots are the eigenvalues of A.
We can in principle factor p4 in the form

pa(A) = (Ar = A) -+ (A = A). \

We say that the eigenvalue A; has multiplicity k if it appears k times in téi

factorization of pa(A).

Let’s observe a 2 X 2 matrix A = (

det (A- A1) -

™ Ca—x b
]M(M-det( )—)\2—(&+d))\+(ad—bc
C d_)\ trA detA t Sam

pad) = Qi =n ) (A, -2) =[N — Qe + A

) with eigenvalues Ay, Ao. Then

( Fact 5: The sum of all the eigenvalues equals the trace of A = (a;;)nxn: |
tv A—’ a,+

" a" - =-Qym
trA:Za“:Al_l_..._i_)\n : '\ )

i=1 Gy --- Qun

Furthermore, the product of all the eigenvalues equals the determinant of A:

detA = HAZ- = Ao\,
=1
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erties:

(D) trA =370 as =i A
‘—‘-’J

2 0 0
Revisit Example 2. Let A= | 0 5 —1 | . Check the following prop-
5
7\ =

(2) detA:)\l)\g--°)\n.
MANA: = 6 - 4-2 = 68§ =dfg

det A - A—(

Example 3. Let A = ( 3 . Check (1) trA=>"" [ ai=> 0 1 A

det 425 (s-L)

(2) detA = M\ do- - A,

‘;4/@_
@det (A ’711) :03. A |
-/ o
/4 — AI — [ 3-7] o
o o 21
= Q,ﬂ) a(et( 3= )
| 2-N
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