Lecture 37: Quick review from previous lecture

e Let A be an m X n matrix with rank(A) = r and nonzero singular values

o1 > ...> 0, and SVD

S,
A=Uxv"z | [ "y, v’

o
The pseudoinverse of A is the n X m matrix

mxwn
AT =VEU =z . T
1 "o

Zf_{; fi=j<r nxm
ij

%
Here

]

0  otherwise
e Suppose that A € M,,«,, b € R". Then
x"=A"b
is the least squares solution to the linear system Ax = b.

o If A € M,,x, has n linearly independent columns (rank A = n), then
x* = ATb = (ATA)"'AD,
where

AT = (ATA)1AT.

Today we will

e Continue Section 8.7 Singular Values

- Lecture will be recorded -

e Exam 3: 5/3 (Monday) in lecture. * 2 review sections on Wed. and Fri.

e Practice Exam is on Canvas now.
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- (! O _ 1. -
§ Revisit Matrix norm. D= {a ,3)’ ”D”z =1-3)=3
Frobenius norm and Natural Matrix norm.

Let’s consider ||x|s = /22 + ... + 22. ‘fY(B) = b,+ - tba. 7":8:(”50')
O

b

(The natural matrix norm of A is a, &
EX - :(@

|All2 = max{[|Auls : [[ulz =1}. = A
2

The Frobenius norm of a matrix A = (a;;) is defined by IA ‘IF =

> Z r(ATA)

=1 j=1

A7 = J = Jlla'.ll: +I/k'zl/:

‘Fact 8: Let A € M,,«, and @) is an orthogonal matrix. Then

O QA= 4k Hoalr=ja=1AQ
Theaw I &K"z =l X//2'

[To see this] M——"‘ A MQOQM' .

4 IhAll, = wax{“ AM“2 Colully, =1 }
= meax {”&Au“z 2 ), =1 ]
-1 QAl,
@ I* A; [Z‘ o a)”]w\xv\ 7/ +ho v
I QA = Jugan « u&d..lE

| swce
- \J AN, « ---+|(a’;|l:' &g,
_ = la ll,
- “ A ”E ’ Spring 2021
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Then we have

‘Fact 9: (1) Let A € My« (m X n real matrices) with rank(A) = r and has |
positive singular values o1 > ... > o,. Then

|Allr = \Jo?+ ...+ 02,

2) In particular, if A is a real, symmetric matrix with eigenvalues Ay, ..., \,.
p Il g
Then A=AT

[Allr = /N2 ...+ X2

[To see this - 0‘,_\
U)tQVD : A= UZVT, wheve 2..':[ c"a.\‘o]
Fct 8 mIN
WAl =l £l = IVl = W3l = [o2, 770

#
) A’—AT‘ B), Fact 4-/ ;=12
37, U/ . 1] A "F = ﬁz—f,-q’ G‘; :ﬁ,:.‘..,_,,. ﬂ:

1 -1 0
Example 3. Let A= | —1 1 0 |]. Find ||A]|p.
0 0 3

Ans. Previously, we have found the eigenvalues of A to be 0, 2 and 3.

A= /‘T, B, Fact 7 (2), IIA//F;D“':,«Z-fgz
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Fact 10: (1) Let A € M,,«,, (m X n real matrices) with rank(A) = r and has
positive singular values o1 > ... > 0,. Then a.={n; , I eigenals

| + 4'A

|Allo =01 “(largest singular value).
(2) In particular, if A is a real, symmetric matrix with eigenvalues Ay, ..., A,
T
- . A=A =
I All2 = max [A] » Q=N

[To see this] ke Fac ?/

HAIL =hwz T, = 1sn,

= max 0.‘

IS ey

0‘.// (the /avgz;rw)

Example 4.
I -1 0

(1) Consider the same matrix as Example 3: A = | —1 1 0 | has eigen-
0

values 0, 2 and 3. Then [|A]|s = 5
AzAT' ;= 0, 21 5

(2) Also in Example 1:

A= [E has singular value @, 0,0. Then [|Al|s = ,| 6
—
| A I =
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§ Low rank approximations to a matrix.
Suppose we want to approximate a matrix A = A,,«, with rank r by a matrix

B = B,,«, with rank k < r.

We want to find such B of rank &
“to minimize [|A — B]| among@m X 1 matrix@ with rank k”

———————————————

Recall a matrix A with rank r has full SVD as follows:

A: U Z\/T = u }: '."G‘vo\‘ ] V . 2 --200
q, " tin
let B = | °"<a<o v .k <vr.

ﬂ

Then tvank (B) = .

The best rank k£ approximation to A is
B=U% V"

'Fact 8: This matrix B minimizes the distance to A as measured by Frobenius |

norm and operator norm:

|4 - Bl =Qi.y ,:MM Blr=[ 0.2 4. vq)

\A—B L [ oy vT

Nas positag rmav.lav valugs o,

ngert ovg
(hew Il A ’BNQ = G:_,,l
A =Bl = | <>« +a
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Ang = R+ — RR®, &3,2
Example 5. Suppose A is a 3 x4 matrix and has positive singular values 2=35z& and

corresponding right singular vectors vy, vo, v3 and left singular vectors uy, us, us,
respectively. Then

A :-8!1-1-.% -+ 3112V2T -+ 2u3vg.
Find the best rank 1 approximation to A and then find ||A — B||; and ||A — B]|p.
8 9 9o Va_r
A: [M, U, u;] 03‘2’][\/;'] (EQAMMWD)
L)

A

The best rank | appro. is

8 = [uwul [%5 ][ %]

= 8u Vv 3
Thow A B = [wnn][2 (7

(] A - B”z = 5 ) [awa,er(’ c'\'\vj slav a\',fa,ldyjs
Il A - B“F = J’Sz_r)z' - J‘Tg' |
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§ Condition number
A very useful quantity for understanding the behavior of a matrix is its condition
number.

Definition: The condition number of amonsingular n x n matrix A (rank
A = n) is the ratio between its largest o1 and smallest singular values o,,, namely,

01

' The condition number k(A) measures the “sensitivity of operations” we perform |
with A to changes in the input data.
In particular, if kK(A) is very large, then small changes in x can result in large
changes in Ax.

Fact 13: If A is n x n nonsingular matrix, then A and A~! have the same
_condition number.

—-—p - 0-’ )
A= ULV, L=[ "«] T 2 2520,
Nxy N

NAw

- T 4 X%
A=V U M AN
A A A

A has. f"'jwlwc values ST 2-- ZTn,.

A ‘y AR
= G - + .
K(A)"'E— ) K(A)——' ln - (

n
— Cah-

Fact 14: =1
K(A) = || Al A7

"A”Q = O‘, (Ia;g,ei S'lkdulov Wu‘ﬂ)
1AL = o (e + 4)
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Poll Question 1: Suppose n X n matrix A has full SVD

A=U ﬂl_)VT, where U, V' are orthogonal matrices and D is diagonal matrix.
)1
Then which one of the following is the full SVD of AT

\%ﬁﬁ A=(uovT)’ = v D' yT
= VD u".
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