Lecture 5: Quick review from previous lecture
nA v

e We talked about what is the inverse of a given square matrix A, that is, if A

is a square matrix, then we call 5 n matrix X the inverse of A if
YR _lett mverce
AX =1, =XA.

We denote X (inverse of A) by@=h

e If the inverse of a matrix A exists, then this inverse matrix is "unique”. We
call A is finmvertible™

Today we will

e continue discuss Sec. 1.5 Matrix Inverse

- Lecture will be recorded -

e The first homework is duefToday (1/29) at Gpm.
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§ The inverse of a 2 X 2 matrix.

Consider 2-by-2 matrix A = ( CLJ(Z )

1f ad — be =% 0pthen A has an inverse given by:

1 d —b
Al =
ad—bc(—c a )

The number “ad — bc” is known as the determinant of A, denoted by

det(A) = ad — be

In general, the determinant det(A) can be defined for a square matrix A of any size
| Will discussed in later lectures], and

A is invertible if and only if det(A) # 0.

Chaeck: A"A = 1,=A4A4"
(2) Is the matrix A = i é)) invertible?( /VO)

dt A= 2-6-12= 0.

<
ObservatOV : Q""‘W ,-PA =2 (f nJ’J)
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§ The inverse of a 2 X 2 matrix.
If you are interested in how we get the formula of the inverse of a 2 X 2 matrix
above, the explanation/computations is as follows: (See also Example 1.15 in page

31 in Textbook)
Consider a general 2 x 2 matrix A = ( a b ) :

c d
Let’s compute its inverse X = (ﬁ g)) if it exists.(-tlwr i check XA=1
A =1)
[ 3 b X v _ / [»)
L') A X - (Cd (? W) - {D ‘)
ax+bz = | a o b o . )
°5 +tbw =0 = 0 o o b 9 = :
c¥x 4+ d‘i'&D c o A Po) 4 ’
C‘a ~ AW s l . C o 0( “J

Us g Gavstan — Elmnaton o sl  4xX4  [mear sictem:

Cosel: az0

C o b o |
Q_ 7&'? o a 0 b o
O o J"b“ (o) -ya
[ c o d |
@- af-@ o o b © | |
- - o o (5] b I>)
© o d-B% o A
© 2 o {-bx I
5/ Bo ek SM")CT?WW, we ﬁ,@t
- Q
W= — f  ad- be #0
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[Contin@r_bﬁ_mm.pu.ta;&jar]
-b -c a 1

Th'/\s | x = _b‘ ¢ j-. Od‘b‘ 7 3:—. ,d-bc , w= ad’—_-b
F oad-be¥0
«?2: a= 0.
’

§upfos.e olss c+0 .
Sinat lay qu‘l‘a‘filMS 3lve the same ‘)Cum«zé
'+ ad—be % O.

Cas3: a=0 _, c=0

Thew A has ANO inverse %
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1.5 Matrix Inverse (Continue ...)

§ Introduction to Gauss-Jordan Elimination.
We have discussed two type of elementary row operators:

e type 1 - adding/subtracting one row to another row ;

e type 2 - permuting the order of rows (pivoting).

Now for Gauss-Jordan Elimination, in addition to type 1 and type 2 row
operators above, we will use the 3" elementary row operator, that is,

e type 3 -@ealing a row of A by a nonzero multiple.

Note that “In the linear systems, multiplying one equation by a non-zero number
obviously does NOT change the solution to the system.”

Like the other elementary row operations, we have
Example 3: The elementary matrix that associated to the “scales the 2"¢

row by 8 is”:
~ 8@ 1 0 0
1, > E=[0 8 0
0 0 1
Let A be the 3-by-4 matrix
b ¢ d
A=1le f g h
g ko

Then

EFA=1| 8 8f &8g 8h
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§ Gauss-Jordan elimination
The goal is to find the matrix X (the inverse of A) satisfying

AX=XA=1

Before we start, let’s recall that [B] r A ]ﬁ}ﬂ = In

Let A be a m x n matrix. Generally, e -

we say n X m matrix B is adeft inverse of A if BA = I,,|, and
we say n X m matrix C' is agightsinverse of A if | AC' =1, |.

(a4l [cl,. = In

Fact 4: Let A be an x n (square) matrix. If X is the right inverse of A,
then such X is automatically be the left inverse of A.

We also state a fact below:

' The Gauss-Jordan Elimination is to perform elementary row operations:
e type 1 -@dding/subtracting one row to another row ;

e type 2 - permuting the order of rows (pivoting);

e type 3 -@caling a row of A by a nonzero multiple.

to A and then

turn A into I (the identity matrix),

if that is possible. / Es >) z
N I

Then we would have
(EmEm_1--- BoE)A =1,

where E1, ..., E,, is elementary matrix associated to type 1 or type 2 or type 3.

Then
A'=E E,. |- FyE;.
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§ The operations to convert A to I are broken into 3 stages.

(1) bring A — upper triangular form;

(2) divide each row of A by the corresponding pivot (i.e. that row’s diagonal ele-
ment)

(3) More row operations to clear out the elements above the diagonal of A, and
turn it into the identity.

et O B K1

o (
Example 4. Find the inverse A~! of

0 —1 0
A=1 2 I 0
1 1 3

a Yﬂ um@m‘tﬂd matviX

(A | I, )
RN

N Q)

|
——-—-9@)0 o ) O
(0)

W
V)
)
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[Example conti e.lr | L 3 o v |
“@/7) o I \& {0 - 2
o o[l|1 474

(Do | -¢ % o

o | ©° -l e o

> ©° | /L /3

Cheke A'A =1, | AcAm)

Fact 5: If matrix A is nonsingular, then | = A™'b| is the unique solution to —-l
the linear system@Az =b.

1
Example 5. Let b = ( 0 ) . Solve the system Ax = b. with same A"'L“"f.
1

| /2 2 © I
- -b:- - o O)(O)
o= A (&—m '

SLN TI

N-
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§ Turn to diagonal matrices. S l
0

Let D = diag(dy, ..., d;) s an m-by-m diagonal Trtatrix.

1. DA is equal to A with the i*" row scaled by d;.

Example 6. ,0‘1
) 0,0 a d
D= 0 0], A= b e
0 0 @ 3 c f
-, O Q 4 -Q -
Then DA = ("Zb)(‘-e) = (u.ze
v Q4 < f éc ¢
[2. D is invertible if all of its diagonal entries are non-zero. ( o{; + 0) ]
Example 7. Same matrix D as above, find D1,
| -1 o o
D = (-4 o
‘ |
o o %
’|
CthL D D - :I}
[3 . Let Dy and Dy be 2 diagonal matrices. Then so is D1 D-. ]
ai o --- 0 0 bl o --- 0 0 albl 0 0 0
0O --- O 0 O@p»--- 0 0 0 gasbyy - - - 0 0
0 0 - any 0 00 - byt 0 0 0 - apibus O
0O 0 --- 0 ey 0O 0 --- 0 ¢by 0 o --- 0 anby,
NnAin NAWN nin
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§ LDV factorization

Definition: When a triangular matrix has all 1’s on its diagonal, we say it is
unitriangular.

We already know if A is a regular matrix, we can wrfte LJ

[ N

e U : upper triangular with non-zero diagonal elements (the pivots)

e [, : lower unitriangular, meaning it is lower triangular with all diagonal ele-

ments equal to 1

Then turn U into q, /
U=DV = [ b . w }

o ' |

where D is diagonal matrix and matrix V' is upper unitriangular.

Example 8.
I 0 0 3 I 0
Let A=LU,where L= 2 1 0], U=[0 -2 8
3 5 1 0 0 7
Find LDV factorization of A. Df -\]-
3 o

p—

7«) b—Q WTMM 7

'Fact 6: If A is nonsingular, we can form the permuted LDV factorization
PA=LDV,

where P is a permutation matrix, L is lower unitriangular, D is diagonal, and

V' is upper unitriangular.
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Poll Question 1: Let D=| 0 3 0 |.Then D' =

0 0 5
1 0 0 10 0

A) 3 0, Bffo 13 o
0 0 5 0 0 1/5

Poll Question 2: Consider the permutation matrix P =

Then P71 =
0 0 1
Al 1 0 0];
0O 1 0

*You should be able to see the pop up Zoom question. Answer the question by
clicking the corresponding answer and then submit.

Caution: after clicking submit, you will not be able to resubmit your answer!
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