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Abstract  Let $L$ be a divergence form inhomogeneous higher order elliptic operator with complex bounded measurable coefficients. In this article, for all $p \in (0, \infty)$ and $L$ satisfying a weak ellipticity condition, the authors introduce the local Hardy spaces $h^p_L(\mathbb{R}^n)$ associated with $L$, which coincide with Goldberg’s local Hardy spaces $h^p(\mathbb{R}^n)$ for all $p \in (0, \infty)$ when $L \equiv -\Delta$ (the Laplace operator). The authors also establish a real-variable theory of $h^p_L(\mathbb{R}^n)$, which includes their characterizations in terms of the local molecules, the square functions or the maximal functions, the complex interpolation and dual spaces. These real-variable characterizations on the local Hardy spaces are new even when $L \equiv -\text{div}(A\nabla)$ (the divergence form homogeneous second order elliptic operator). Moreover, the authors show that $h^p_L(\mathbb{R}^n)$ coincides with the Hardy space $H^p_{L+\delta}(\mathbb{R}^n)$ associated with the operator $L + \delta$ for all $p \in (0, \infty)$, where $\delta$ is some positive constant depending on the ellipticity and off-diagonal estimates of $L$. As an application, the authors establish some mapping properties for the local Riesz transforms $\nabla^k(L+\delta)^{-1/2}$ on $H^p_{L+\delta}(\mathbb{R}^n)$, where $k \in \{0, \ldots, m\}$ and $p \in (0, 2]$.

1 Introduction

Let $L$ be an inhomogeneous higher order elliptic operator of the form

\begin{equation}
L := \sum_{0 \leq |\alpha|, |\beta| \leq m} (-1)^{|\alpha|} \partial^\alpha (a_{\alpha, \beta} \partial^\beta)
\end{equation}

interpreted in the weak sense via a sesquilinear form (see Subsection 2.1 below for its exact definition), where $\{a_{\alpha, \beta}\}_{0 \leq |\alpha|, |\beta| \leq m}$ are bounded measurable functions mapping $\mathbb{R}^n$ into $\mathbb{C}$. The aim of this article is to establish a real-variable theory of the associated Hardy space adapted to $L$, when $L$ is endowed with different ellipticity conditions. Recently, the study of Hardy spaces associated with different differential operators has attracted lots of attentions since they are good substitutes of the Lebesgue spaces $L^p(\mathbb{R}^n)$, for smaller $p$, in many fields of harmonic analysis and partial differential equations (see, for example, [19, 20, 18, 21, 28, 50, 13, 31, 30, 29, 44, 2]). We now give a brief overview of the progress known so far in the research of Hardy spaces associated with elliptic operators.
operators. For more related results, we refer the reader to [31, 32, 30, 6, 41, 42, 45, 44, 43, 29] and their references.

If $L \equiv -\Delta := -\sum_{j=1}^{n} \frac{\partial^2}{\partial x_j^2}$ is the Laplace operator, Fefferman and Stein [35] first introduced the Hardy space $H^p(\mathbb{R}^n)$ associated with $-\Delta$ and extensively studied its various real-variable characterizations. For example, $H^p(\mathbb{R}^n)$ can be characterized as the collection of all $f \in S'(\mathbb{R}^n)$ (the space of Schwartz distributions) such that their square functions

$$S_{-\Delta}(f)(x) := \left\{ \int_{\Gamma(x)} \left| t^2(-\Delta)e^{t^2\Delta}(f)(y) \right|^2 \frac{dy dt}{t^{n+1}} \right\}^{\frac{1}{2}}, \quad x \in \mathbb{R}^n$$

belong to $L^p(\mathbb{R}^n)$. Here and hereafter, for all $x \in \mathbb{R}^n$,

$$\Gamma(x) := \{(y, t) \in \mathbb{R}^{n+1} : = \mathbb{R}^n \times (0, \infty) : |y - x| < t\}$$

denotes the cone with vertex $x$. Later, to make the Hardy space more suitable to the study on problems from partial differential equations, Goldberg [38] introduced a local version of the Hardy space $h^p(\mathbb{R}^n)$, which can be characterized as the collection of all $f \in S'(\mathbb{R}^n)$ such that their local square functions

$$S_{-\Delta, \text{loc}}(f)(x) := \left\{ \int_{0}^{1} \int_{|y - x| < t} \left| t^2(-\Delta)e^{t^2\Delta}(f)(y) \right|^2 \frac{dy dt}{t^{n+1}} \right\}^{\frac{1}{2}}, \quad x \in \mathbb{R}^n$$

belong to $L^p(\mathbb{R}^n)$. Observe that, since the heat semigroup $e^{t\Delta}$ can be represented via the convolution with the Gaussian kernel $t^{-n/2}e^{-\pi|x|^2/4t}$, the study of the Hardy space associated with $-\Delta$ falls under the scope of the classical Calderón-Zygmund theory.

Let $L := -\text{div}(A\nabla)$ be the divergence form homogeneous second order elliptic operator, where $A := A(x)$ is an $n \times n$ matrix of complex bounded measurable coefficients defined on $\mathbb{R}^n$ which satisfies the ellipticity condition

$$\lambda|\xi|^2 \leq \Re(e \cdot \overline{\xi}) \quad \text{and} \quad |A\xi \cdot \overline{\zeta}| \leq \Lambda||\xi||\zeta|$$

for all $\xi, \zeta \in \mathbb{C}^n$ and for some positive constants $0 < \lambda \leq \Lambda < \infty$ independent of $\xi$ and $\zeta$. Due to the absence of the regularity of the coefficients, the heat kernels of these operators may not have the following Gaussian upper bound: there exist positive constants $C$ and $c$ such that, for all $t \in (0, \infty)$ and $x, y \in \mathbb{R}^n$,

$$|e^{-t\Delta}(x, y)| \leq Ct^{-n/2} \exp \left\{ -c\frac{|x - y|^2}{t} \right\}$$

and hence the classical Calderón-Zygmund theory fails in this case (see, for example, [3, Chapter 1] for an excellent survey on this topic). However, in many situations, the above Gaussian upper bound (1.4) can be replaced by the so-called $L^p - L^q$ off-diagonal estimates of semigroups [36, 25]. To be precise, recall that, for $1 \leq p \leq q < \infty$, a family $\{T_t\}_{t > 0}$ of operators is said to satisfy the $L^p - L^q$ off-diagonal estimates, if there exist positive constants $C$ and $c$ such that, for all $t \in (0, \infty)$, closed sets $E, F \subset \mathbb{R}^n$ and $f \in L^p(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ supported in $E$,

$$\|T_t(f)\|_{L^q(F)} \leq Ct^{\frac{2}{q} \left(1 - \frac{1}{p}\right)} \exp \left\{ -c\frac{[d(E, F)]^2}{t} \right\} \|f\|_{L^p(E)},$$

where

$$d(E, F) := \inf_{x \in E, y \in F} |x - y|$$
denotes the Euclidean distance between $E$ and $F$ and $\|f\|_{L^p(E)} := \|f \chi_E\|_{L^p(\mathbb{R}^n)}$. Notice also that the Gaussian upper bound is just equivalent to an $L^1 - L^\infty$ off-diagonal estimate (see, for example, [5, p. 266]). Motivated by the pioneering work of Auscher et al. (see, for example, [6]) and resting on the theory of tent spaces in [22], the bounded holomorphic functional calculus in [52] and the above $L^p - L^q$ off-diagonal estimates, Hofmann-Mayboroda [42], Hofmann-Mayboroda-McIntosh [43] and Jiang-Yang [45] introduced the Hardy spaces $H^p_L(\mathbb{R}^n)$ associated to $L$ via the following square function

\[ S_L(f)(x) := \left\{ \int_{\Gamma(x)} |t^2 L e^{-t^2 L}(f)(y)|^2 \frac{dy dt}{t^{n+1}} \right\}^{1/2}, \quad x \in \mathbb{R}^n, \]

where $\Gamma(x)$ is as in (1.2), and established their various real-variable characterizations, including those characterizations, respectively, in terms of the molecule, the generalized square function, the non-tangential maximal function or the Riesz transform. Recall that, in particular, the Riesz transform $\nabla L^{-1/2}$ is bounded from $H^p_L(\mathbb{R}^n)$ to $H^p(\mathbb{R}^n)$ for all $p \in (n/(n+1), 2+\epsilon)$, where $\epsilon \in (0, \infty)$ depends on $L$.

Now, let $m \in \mathbb{N} := \{1, 2, \cdots \}$ and $L_0$ be a homogeneous $2m$-th order elliptic operator of the form

\[ L_0 := \sum_{|\alpha| = m = |\beta|} (-1)^m \partial^\alpha (a_{\alpha, \beta} \partial^\beta), \]

where $\{a_{\alpha, \beta}\}_{|\alpha| = m = |\beta|}$ are bounded measurable functions mapping $\mathbb{R}^n$ into $\mathbb{C}$ and satisfy the following ellipticity condition.

**Ellipticity condition ($E_0$).** There exist positive constants $0 < \lambda \leq \Lambda < \infty$ such that, for all multi-indices $\alpha$ and $\beta$ satisfying $|\alpha| = m = |\beta|$, and $f \in W^{m, 2}(\mathbb{R}^n)$,

\[ \|a_{\alpha, \beta}\|_{L^\infty(\mathbb{R}^n)} \leq \Lambda \quad \text{and} \quad \Re \left( a(f, f) \right) \geq \lambda \|\nabla^m f\|_{L^2(\mathbb{R}^n)}^2, \]

where $W^{m, 2}(\mathbb{R}^n)$ denotes the $m$-order homogeneous Sobolev space equipped with the usual norm

\[ \|f\|_{W^{m, 2}(\mathbb{R}^n)} := \left[ \sum_{|\alpha| = m} \|\partial^\alpha f\|_{L^2(\mathbb{R}^n)}^2 \right]^{1/2}, \]

and $a$ denotes the associated sesquilinear form of $L_0$.

This kind of operators is the homogeneous version of the operators $L$ defined in (1.1). They naturally arise in many problems in physics and mathematics (see, for example, [9, 26, 24, 7, 4, 49, 37, 51] and their references). As for the theory of Hardy spaces associated with higher order elliptic operators, in [27, 16], the authors independently introduced the Hardy spaces $H^p_{L_0}(\mathbb{R}^n)$ associated with the homogeneous higher order elliptic operator $L_0$, for $p \in (0, 1]$, as in (1.6). Moreover, in [16], the authors established various characterizations of $H^p_{L_0}(\mathbb{R}^n)$, respectively, in terms of the molecule, the generalized square function or the Riesz transform. See also [27] for many other interesting characterizations of these Hardy spaces in the case of $p = 1$. In [15], the authors considered the Hardy spaces $H^p_{L_0}(\mathbb{R}^n)$ for all $p \in (0, \infty)$. In particular, if $L_0$ satisfies a strong ellipticity condition (which is equivalent to the ellipticity condition ($E_0$) when $m = 1$), the authors established the maximal function characterization of $H^p_{L_0}(\mathbb{R}^n)$.

Motivated by the above results, the main purpose of this article is to study the Hardy space associated with an inhomogeneous higher order elliptic operator $L$ of the form (1.1) under the ellipticity condition as weak as possible. Intuitively, the operator $L$ defined in (1.1) can be viewed
as a homogeneous $2m$-th order elliptic operator $L_0$ in (1.6) perturbed by the lower order terms. Thus, it is reasonable to imagine that the Hardy space $H^p_{\mathcal{L}}(\mathbb{R}^n)$ associated with $L$ as in (1.1) should be the “local” version of the Hardy space associated with $L_0$. A typical example is that, when $L \equiv -\Delta + I$, the Hardy space $H^p_{\Delta + I}(\mathbb{R}^n)$ associated with the Schrödinger operator $-\Delta + I$ coincides with the local Hardy space $h^p(\mathbb{R}^n)$ of Goldberg (see Remark 3.15(iii) below for more details), which is just the local version of the Hardy space associated with $-\Delta$. Observe also that in the aforementioned works concerning the second order elliptic operator $L$, $L$ is always assumed to satisfying the “stronger” elliptic condition such as (1.7). The main reason for this assumption is that the “stronger” elliptic condition makes $L$ an operator of type $\omega$, which then implies that $L$ has a bounded functional calculus in $L^2(\mathbb{R}^n)$. However, this result may no longer hold true when $L$ just satisfies the weak ellipticity condition. Thus, to overcome this difficulty, instead of using the bounded functional calculus of the operator $L + \delta_0$, where $\delta_0 \in [0, \infty)$ is as in (2.7) below (see also (3.13) below for the corresponding Calderón reproducing formula in this case).

We now sketch the main results of this article.

Let $L$ be an inhomogeneous higher order elliptic operator as in (1.1) and satisfy the Weak ellipticity condition (\(\mathcal{E}\)) in Subsection 2.1. We first introduce the local Hardy spaces $h^p_L(\mathbb{R}^n)$ associated with $L$ for all $p \in (0, \infty)$ (see Definition 3.14 below), which coincides with Goldberg’s local Hardy space $h^p(\mathbb{R}^n)$ for all $p \in (0, \infty)$ when $L \equiv -\Delta$ (the Laplace operator). Then we establish a real-variable theory of $h^p_L(\mathbb{R}^n)$, which includes their local molecular (see Theorem 3.18 below), square function (see Theorem 3.30 below) and non-tangential maximal function characterizations (see Theorem 6.6 below), complex interpolation (see Theorem 3.31 below), and duality (see Theorem 5.3 below). These results extend the real-variable theory of Goldberg’s local Hardy spaces to all local Hardy spaces associated with higher order elliptic operators, and are new even when $L \equiv -\text{div}(A\nabla)$ (the divergence form homogeneous second order elliptic operator).

Moreover, let $\delta \in (0, \infty)$ be a constant depending on the ellipticity and off-diagonal estimates of $L$ (see (4.1) below). We introduce the Hardy spaces $H^p_{L+\delta}(\mathbb{R}^n)$ and show that, for all $p \in (0, \infty)$, the local Hardy spaces $h^p_L(\mathbb{R}^n)$ coincide with the “global” Hardy spaces $H^p_{L+\delta}(\mathbb{R}^n)$ (see Corollary 4.9 below).

We point out that our study on the Hardy spaces $H^p_{L+\delta}(\mathbb{R}^n)$ has been preceded by several partial results. In [25], for $L$ satisfying the Weak ellipticity condition (\(\mathcal{E}\)) and being symmetric, Davies proved that there exists a positive constant $\kappa$ such that $\{e^{-t(L+\kappa)}\}_{t>0}$ satisfies a “global” off-diagonal estimates. Auscher [3] also considered the $L^p(\mathbb{R}^n)$ theory of $L + s$, for $L$ being a divergence form homogeneous second order elliptic operator and $s \in (0, \infty)$. Also, in [46], for an abstract operator $L$ satisfying a poisson upper estimate, Jiang et al. introduced a local Hardy space $h^p_L(\mathbb{R}^n)$ in a way different from Definition 3.14 below and proved that $h^p_L(\mathbb{R}^n) = H^p_{L+\delta}(\mathbb{R}^n)$, where the latter Hardy space was introduced by Duong and Yang [31, 32]. Thus, Corollary 4.9 generalizes the corresponding result in [46] to the cases of inhomogeneous higher order elliptic operators and $p \neq 1$. In particular, if $L := -\Delta$, Corollary 4.9 implies that, for all $p \in (0, \infty)$,

$$
h^p(\mathbb{R}^n) = h^p_{-\Delta}(\mathbb{R}^n) = H^p_{-\Delta+I}(\mathbb{R}^n),
$$

where $h^p(\mathbb{R}^n)$ denotes the local Hardy space introduced by Goldberg [38] and $H^p_{-\Delta+I}(\mathbb{R}^n)$ denotes the Hardy space associated with the Schrödinger operator $-\Delta + I$ (see Remark 3.15(iii) for a more detailed discussion). Also, Corollary 4.9 makes us reduce a question of the local Hardy $h^p_L(\mathbb{R}^n)$ to that of the Hardy space $H^p_{L+\delta}(\mathbb{R}^n)$. As an application, we prove that, for all $k \in \{0, \ldots, m\}$ and $p \in (0, 2]$, the local Riesz transforms $\nabla^k(I + \delta)^{-1/2}$ are bounded from $H^p_{L+\delta}(\mathbb{R}^n)$ to $L^p(\mathbb{R}^n)$ and, for all $k \in \{1, \ldots, m\}$ and $p \in (\frac{n}{p}, 2]$, $\nabla^k(I + \delta)^{-1/2}$ are bounded from $H^p_{L+\delta}(\mathbb{R}^n)$ to the classical Hardy space $H^p(\mathbb{R}^n)$ (see Corollary 4.11 below).
As was seen from Definition 3.14 below, the quasi-norm of $h^p_L(\mathbb{R}^n)$ contains three terms: $\|S_{L,\text{loc}}(f)\|_{L^p(\mathbb{R}^n)}$, $\|S_{L,\delta_0,\text{loc}}(f)\|_{L^p(\mathbb{R}^n)}$ and $\|e^{-L}(f)\|_{L^p(\mathbb{R}^n)}$ (see Definition 3.14 below for their exact definitions). We point out that the term $\|S_{L,\text{loc}}(f)\|_{L^p(\mathbb{R}^n)}$ is necessary when defining local Hardy spaces (see, for example, (1.3)), which has also naturally appeared in [14] to defined their local Hardy spaces. The term $\|S_{L,\delta_0,\text{loc}}(f)\|_{L^p(\mathbb{R}^n)}$ is new, which arises because of the Weak ellipticity condition ($\mathcal{E}$) (see the proof of Theorem 3.18 below for more details). The term $\|e^{-L}(f)\|_{L^p(\mathbb{R}^n)}$ is needed when we consider the case that the heat semigroup of $L$ may have no pointwise estimate or that $p < 1$ (see Remark 3.15(ii) below for more details). Recall that the space $L^p_Q(\mathbb{R}^n)$ was first introduced by Carbonaro et al. [17] in the case $p \in [1, \infty)$, where the authors introduced a kind of local Hardy spaces of differential forms on Riemannian manifolds and established many interesting real-variable properties of these local Hardy spaces. In this article, we further show that $L^p_Q(\mathbb{R}^n)$ coincide with the Hardy spaces $H^p_f(\mathbb{R}^n)$ associated with the identity operator $I$ for all $p \in (0, \infty)$ (see Proposition 3.8 below), which have already naturally appeared in [14].

We now make some notes on the methods used in this article to establish the real-variable theory of $h^p_L(\mathbb{R}^n)$. Concretely speaking, when establishing the local molecular characterization of $h^p_L(\mathbb{R}^n)$, to show $h^p_L(\mathbb{R}^n)$ is contained in the local molecular Hardy space, we need a local Calderón reproducing formula of the operator $L + \delta_0$ (see (3.13) below) to project the elements in $h^p_L(\mathbb{R}^n)$ into the local tent space $P^p(\mathbb{R}^n \times (0, 1])$ or the space $L^p_Q(\mathbb{R}^n)$. Also, the atomic decompositions of the local tent space $P^p(\mathbb{R}^n \times (0, 1])$ and $L^p_Q(\mathbb{R}^n)$ are needed. Here, we use the local Calderón reproducing formula for the operator $L + \delta_0$ (instead of $L$) is because $L + \delta_0$ (rather than $L$) satisfies the bounded functional calculus, when $L$ satisfies the Weak ellipticity condition ($\mathcal{E}$). On the other hand, to show that the local molecular Hardy space is contained in $h^p_L(\mathbb{R}^n)$, we need to prove that each molecule $m$ is uniformly bounded in $h^p_L(\mathbb{R}^n)$. This, together with Definitions 3.14 and 3.16 below, implies that we need to estimate $\|S_{L,\text{loc}}(m)\|_{L^p(\mathbb{R}^n)}$, $\|S_{L,\delta_0,\text{loc}}(m)\|_{L^p(\mathbb{R}^n)}$ and $\|e^{-L}(m)\|_{L^p(\mathbb{R}^n)}$ by considering two different cases of $m$ based on the size of the radius of the associated ball of $m$. All the above estimates need the local off-diagonal estimates of the semigroup generated by $L$, which are established in Subsection 2.2 (see, for example, Proposition 2.10 below).

To obtain the square function characterization of $h^p_L(\mathbb{R}^n)$, we introduce the direct sum spaces

\[ t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_Q(\mathbb{R}^n) \]

for all $p \in (0, \infty)$, and establish a retract relation between $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_Q(\mathbb{R}^n)$ and $h^p_L(\mathbb{R}^n)$ via the local Calderón reproducing formula (3.13). We point out that, although Theorem 3.30 and Definition 3.14 look similar (in particularly in the case $p \in (0, 2]$), the main difference lies in the case $p \in (2, \infty)$, where, Definition 3.14 uses the duality to define $h^p_L(\mathbb{R}^n)$, while Theorem 3.30 still uses square functions. Notice also that the retract relation between $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_Q(\mathbb{R}^n)$ and $h^p_L(\mathbb{R}^n)$ plays an important role in the complex interpolation of $h^p_L(\mathbb{R}^n)$.

Also, to obtain the boundedness of the local Riesz transforms $\nabla^k(L + \delta)^{-1/2}$, $k \in \{0, \ldots, m\}$, we establish some local off-diagonal estimates of the gradient semigroups

\[ \left\{ \sqrt{\nabla^k e^{-tL}} \right\}_{t > 0}, \quad k \in \{0, \ldots, m\} \]

(see Theorem 2.11 below). We point out that Theorem 2.11 is different from the gradient estimates in the homogeneous case, where the considered gradient semigroups are

\[ \left\{ \sqrt{\nabla^k} e^{-tL} \right\}_{t > 0}, \quad k \in \{0, \ldots, m\} \]

(see [3, p. 66] and Remark 2.12 below for more details).
Finally, to establish the maximal function characterization of $H_{L+δ}^p(\mathbb{R}^n)$, we prove the following inequalities that, for all $f \in L^2(\mathbb{R}^n)$,

$$\|S_{L+δ}(f)\|_{L^p(\mathbb{R}^n)} \lesssim \|S_h, L+δ_z(f)\|_{L^p(\mathbb{R}^n)} \lesssim \|\mathcal{N}_{h, L+δ}(f)\|_{L^p(\mathbb{R}^n)}$$

with $0 < δ < δ_1 < δ_2 < \infty$ and the implicit positive constants independent of $f$, where $S_{L+δ}(f)$, $S_h, L+δ_z(f)$ and $\mathcal{N}_{h, L+δ}(f)$ are, respectively, the square function, the Lusin-area function and the non-tangential maximal function defined as in (4.2), (6.18) and (6.18) (see Propositions 6.3 and 6.4 below). To this end, we prove two kinds of parabolic Caccioppoli’s inequalities for $L$ (see Lemmas 6.1 and 6.2 below). We point out that the proof of the first kind of parabolic Caccioppoli’s inequalities is inspired by Auscher et al. [7], while the proof of the second one borrows an idea of induction from Barton [10], which enables us to remove all the gradient terms on the right hand side of the obtained inequality (6.10) below.

The organization of this article is as follows.

In Subsection 2.1, we recall some basic facts on the inhomogeneous operator $L$; then in Subsection 2.2, we establish some off-diagonal estimates of $L$.

In Subsection 3.1, we compare two kinds of spaces $L^p_0(\mathbb{R}^n)$ and $H^p_L(\mathbb{R}^n)$, which are respectively introduced in [17] and [14], and are necessary in the notion of $h^p_L(\mathbb{R}^n)$. In Subsections 3.2 and 3.3, we introduce the local Hardy spaces $h^p_L(\mathbb{R}^n)$ associated with $L$ for all $p \in (0, \infty)$ and characterize them via molecules for $p \in (0, 1]$, or the square function and prove the complex interpolation for $p \in (0, \infty)$. In Section 4, we introduce another Hardy space $H^p_{L+δ}(\mathbb{R}^n)$ with $δ \in (0, \infty)$ depending on the ellipticity and the off-diagonal estimates of $L$. We also establish the equivalence between the spaces $H^p_{L+δ}(\mathbb{R}^n)$ and $h^p_L(\mathbb{R}^n)$ for all $p \in (0, \infty)$ in this section. Finally, in Sections 5 and 6, we study the duality and the maximal function characterizations of $h^p_L(\mathbb{R}^n)$.

We end this section by making some conventions on the notation. Throughout the article, we always let $\mathbb{N} := \{1, 2, \ldots\}$ and $\mathbb{Z}_+ := \mathbb{N} \cup \{0\}$. Denote the differential operator $\frac{\partial^\alpha}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}}$ simply by $\partial^\alpha$, where $\alpha := (\alpha_1, \ldots, \alpha_n)$ and $|\alpha| := \alpha_1 + \cdots + \alpha_n$. We use $C$ to denote a positive constant that is independent of the main parameters involved but whose value may differ from line to line, and $C_{(\alpha, \ldots)}$ to denote a positive constant depending on the parameters $\alpha, \ldots$. Constants with subscripts, such as $C_1$, do not change in different occurrences. If $f \leq g$ and, if $f \lesssim g \lesssim f$, we then write $f \sim g$. For any $x \in \mathbb{R}^n$, $r \in (0, \infty)$ and $\lambda \in (0, \infty)$, let $B(x, r) := \{y \in \mathbb{R}^n : |x - y| < r\}$ and $AB := B(x, \lambda r)$. Also, for any set $E \subset \mathbb{R}^n$, $\chi_E$ denotes its characteristic function and, for all $z \in \mathbb{C}$, $\Re z$ and $\Im z$ denote its real part and imaginary part, respectively.

## 2 Inhomogeneous higher order elliptic operators

In this section, we study the inhomogeneous higher order elliptic operator $L$ as in (1.1). To this end, we first collect some basic facts on $L$ in Subsection 2.1; then, in Subsection 2.2, we establish some local off-diagonal estimates for $L$.

### 2.1 Inhomogeneous higher order elliptic operators

Let $W^{m, 2}(\mathbb{R}^n)$ be the $m$-order inhomogeneous Sobolev space equipped with the usual norm

$$\|f\|_{W^{m, 2}(\mathbb{R}^n)} := \left[ \sum_{|\alpha| \leq m} \|\partial^\alpha f\|_{L^2(\mathbb{R}^n)}^2 \right]^{1/2}.$$
We first observe that, from \cite[Theorem 5.2(3)]{1}, with a small modification, there exists a positive constant \( C_w \) where
\[
\|f\|_{L^w(B)} \leq C_w \|f\|_{L^w(B)}^{1-k/m}.
\]
and
\[
\|\nabla^k f\|_{L^w(B)} \leq C_w \|\nabla^m f\|^{k/m}_{L^w(B)} \|f\|^{1-k/m}_{L^w(B)}.
\]
In particular, when \( B \equiv \mathbb{R}^n \), (2.4) still holds true. We also point out that (2.4) can be extended to the following weighted version, namely, there exists a positive constant \( C_{n,m} \), depending only on \( n \) and \( m \), such that, for all balls \( B \), \( f \in C^{m-p}(B) \) and \( k \in \{0, \ldots, m\} \),
\[
\|\nabla^k f\|_{L^w(B)} \leq C_{n,m} \|\nabla^m f\|^{k/m}_{L^w(B)} \|f\|^{1-k/m}_{L^w(B)}.
\]
We say that \( \mathcal{A} \) satisfies the Weak ellipticity condition (\( \mathcal{E} \)) if \( \mathcal{A}: \mathcal{L}^w(B) \times \mathcal{L}^w(B) \) into \( \mathbb{C} \), by setting
\[
\mathcal{A}(f, g) := \sum_{0 \leq |\alpha|, |\beta| \leq m} \int_{\mathbb{R}^n} \alpha_{\alpha, \beta}(x) \partial^\alpha f(x) \partial^\beta g(x) \, dx.
\]
We endow \( \mathcal{A} \) with the following ellipticity conditions.

**Ellipticity condition** (\( \mathcal{E} \)). There exist constants \( 0 < \lambda \leq \Lambda < \infty \) such that, for all \( f, g \in W^{m,2} \mathbb{R}^n \),
\[
\left| \sum_{0 \leq |\alpha|, |\beta| \leq m} \int_{\mathbb{R}^n} \alpha_{\alpha, \beta}(x) \partial^\alpha f(x) \partial^\beta g(x) \, dx \right| \leq \Lambda \|f\|_{W^{m,2}(\mathbb{R}^n)} \|g\|_{W^{m,2}(\mathbb{R}^n)}
\]
and
\[
\Re \left\{ \sum_{0 \leq |\alpha|, |\beta| \leq m} \int_{\mathbb{R}^n} \alpha_{\alpha, \beta}(x) \partial^\alpha f(x) \partial^\beta f(x) \, dx \right\} \geq \lambda \|f\|^2_{W^{m,2}(\mathbb{R}^n)}.
\]

**Weak ellipticity condition** (\( \tilde{\mathcal{E}} \)). For all \( f, g \in W^{m,2}(\mathbb{R}^n) \), define the leading part of \( \mathcal{A} \), mapping \( W^{m,2}(\mathbb{R}^n) \times W^{m,2}(\mathbb{R}^n) \) into \( \mathbb{C} \), by setting
\[
\mathcal{A}_0(f, g) := \sum_{|\alpha|=|\beta|=m} \int_{\mathbb{R}^n} \alpha_{\alpha, \beta}(x) \partial^\alpha f(x) \partial^\beta g(x) \, dx.
\]
We say that \( \mathcal{A} \) satisfies the Weak ellipticity condition (\( \tilde{\mathcal{E}} \)) if \( \mathcal{A}_0 \) satisfies the Ellipticity condition (\( \mathcal{E}_0 \)) in (1.7) and the coefficients \( \{\alpha_{\alpha, \beta}\}_{0 \leq |\alpha|, |\beta| \leq m} \) are bounded.

For all \( k \in \{1, \ldots, 2m\} \), let
\[
M_k := \sup \left\{ \|\alpha_{\alpha, \beta}\|_{L^\infty(\mathbb{R}^n)} : 0 \leq |\alpha|, |\beta| \leq m, |\alpha| + |\beta| = 2m - k \right\}
\]
and
\[
M := \sum_{k=1}^{2m} M_k^{2m}. \quad \text{Then, for all } \alpha \text{ and } \beta \text{ satisfying } 0 \leq |\alpha| + |\beta| < 2m, \text{ we have } \|\alpha_{\alpha, \beta}\|_{L^\infty(\mathbb{R}^n)} \leq M.
\]

**Remark 2.1.** (i) We first observe that, from \cite[Theorem 5.2(3)]{1} with a small modification, we easily deduce the following interpolation inequality: there exists a positive constant \( C_{n,m} \), depending only on \( n \) and \( m \), such that, for all balls \( B \), \( f \in W^{m-p}(B) \) and \( k \in \{0, \ldots, m\} \),
\[
\|\nabla^k f\|_{L^w(B)} \leq C_{n,m} \|\nabla^m f\|^{k/m}_{L^w(B)} \|f\|^{1-k/m}_{L^w(B)}.
\]
where \( w \) is a nonnegative measurable weight function and, for any function \( g \), \( \|g\|_{L^w(B)} \) denotes the weighted Lebesgue norm defined by
\[
\|g\|_{L^w(B)} := \left\{ \int_B |g(x)|^2 w(x) \, dx \right\}^{1/2}.
\]
Inequality (2.5) can be proved by following the same line of the proof of (2.4) (see, for example, the proof of [1, Theorem 5.2]), the details being omitted. Moreover, if \( w \leq 1 \), by a density argument, we know that (2.5) also holds true for all \( f \in W^{m,2}(\mathbb{R}^n) \).

(ii) Let \( a \) satisfy the Weak ellipticity condition \((\mathcal{E})\). Then, by the interpolation inequality (2.4) and Cauchy’s inequality with \( \epsilon \), we see immediately that, for all \( f \in W^{m,2}(\mathbb{R}^n) \),

\[
\|\nabla^m f\|_{L^2(\mathbb{R}^n)}^2 \lesssim \Re \{ a(f, f) \} + [\Re \{ a_0(f, f) \} - \Re \{ a(f, f) \}]
\]

\[
\lesssim \Re \{ a(f, f) \} + \sum_{0 \leq |\alpha| + |\beta| < 2m} M \int_{\mathbb{R}^n} \left| \partial^\alpha f(x) \partial^\beta f(x) \right| \, dx
\]

\[
\lesssim \Re \{ a(f, f) \} + \epsilon \|\nabla^m f\|_{L^2(\mathbb{R}^n)}^2 + C\epsilon M \|f\|_{L^2(\mathbb{R}^n)}^2,
\]

which implies the following weak Garding’s inequality: there exist positive constants \( \delta_1 \) and \( \delta_2 \) such that, for all \( f \in W^{m,2}(\mathbb{R}^n) \),

\[(2.6) \quad \Re \{ a(f, f) \} \geq \delta_1 \|\nabla^m f\|_{L^2(\mathbb{R}^n)}^2 - \delta_2 \|f\|_{L^2(\mathbb{R}^n)}^2.\]

See also [7, p. 314] for a similar argument.

(iii) If \( a \) satisfies the Ellipticity condition \((\mathcal{E})\), we know that, for all \( \alpha \) and \( \beta \), \( \|a_{\alpha,\beta}\|_{L^\infty(\mathbb{R}^n)} \leq \Lambda \) and (2.6) holds true with \( \delta_1 \equiv \lambda \) and \( \delta_2 \equiv 0 \). Hence, in this sense, the Ellipticity condition \((\mathcal{E})\) is stronger than the Weak ellipticity condition \((\mathcal{E})\).

Let \( a \) satisfy the Ellipticity condition \((\mathcal{E})\). By the facts that \( W^{m,2}(\mathbb{R}^n) \) is complete and dense in \( L^2(\mathbb{R}^n) \), together with the Ellipticity condition \((\mathcal{E})\), we conclude that \( a \) is a densely defined, accretive, continuous and closed sesquilinear form (see [54, Definition 1.4] for their definitions). Moreover, from [54, Proposition 1.22], we deduce that there exists a densely defined operator \( L \) associated with \( a \) such that, for all \( s \in (0, \infty) \), the range of \( sI + L \) is dense in \( L^2(\mathbb{R}^n) \). We write \( L \) formally as in (1.1).

Moreover, by the Ellipticity condition \((\mathcal{E})\), we know that, for all \( f \in D(L) \) (the definition domain of \( L \)),

\[
|\tan(\arg(L(f), f))|_{L^2(\mathbb{R}^n)} = \left| \frac{\Im m(L(f), f)_{L^2(\mathbb{R}^n)}}{\Re (L(f), f)_{L^2(\mathbb{R}^n)}} \right| \leq \frac{\Lambda}{\lambda},
\]

which implies that

\[
|\arg(L(f), f)|_{L^2(\mathbb{R}^n)} \leq \arctan \frac{\Lambda}{\lambda}.
\]

Here and hereafter, \( \arg(L(f), f) \) denotes the inner product of \( L^2(\mathbb{R}^n) \) and \( \arg \) for any \( z \in \mathbb{C} \setminus \{0\} \) denotes the argument of \( z \). Thus, \( L \) is an \( m \)-arctan \( \frac{\Lambda}{\lambda} \)-accretive operator in \( L^2(\mathbb{R}^n) \). This implies that \( L \) is of type \( \arctan \frac{\Lambda}{\lambda} \) and hence \( -L \) generates a bounded holomorphic semigroup \( \{e^{-tL}\}_{t \in S^0_{\pi/2 - \arctan \frac{\Lambda}{\lambda}}} \) (see [52] for the definition of types of operators). Here and hereafter, for any \( \omega \in [0, \pi) \),

\[
S_\omega := \{ z \in \mathbb{C} \setminus \{(0, 0)\} : |\arg z| \leq \omega \} \quad \text{and} \quad S^0_\omega := \{ z \in \mathbb{C} \setminus \{(0, 0)\} : |\arg z| < \omega \}.
\]

Moreover, \( L \) is one-to-one in \( L^2(\mathbb{R}^n) \), which implies that \( L \) has a bounded functional calculus in \( L^2(\mathbb{R}^n) \) (see [8, p. 8]).

For \( a \) satisfying the Weak ellipticity condition \((\mathcal{E})\) and \( \delta_0 \in [\delta_2, \infty) \) with \( \delta_2 \) as in (2.6), let \( a_{\delta_0} \) be the sesquilinear form defined by setting, for all \( f \) and \( g \in W^{m,2}(\mathbb{R}^n) \),

\[(2.7) \quad a_{\delta_0}(f, g) := a(f, g) + \delta_0(f, g)_{L^2(\mathbb{R}^n)}.
\]
Similar to the case of the Ellipticity condition \( \mathcal{E} \), we know that \( a_{\delta_0} \) is a densely defined, accretive, continuous and closed sesquilinear form. Moreover, the operator \( L_{\delta_0} \) associated with \( a_{\delta_0} \) can be written formally as \( L + \delta_0 \).

As before, by the weak Ellipticity condition \( \mathcal{E} \) and (2.6), we know that there exists a positive constant \( c_0 \) such that, for all \( f \in D(L) \),

\[
\tan (\arg((L + \delta_0)(f), f))_{L^2(\mathbb{R}^n)} = \frac{\Im((L + \delta_0)(f), f)_{L^2(\mathbb{R}^n)}}{\Re((L + \delta_0)(f), f)_{L^2(\mathbb{R}^n)}} 
\leq \frac{(\delta_0 + M + \Lambda_0)\|f\|^2_{W^{2, m}(\mathbb{R}^n)}}{\delta_1\|\nabla^m f\|^2_{L^2(\mathbb{R}^n)}} + (\delta_0 - \delta_2)\|\frac{f}{L^2(\mathbb{R}^n)}\| \leq c_0,
\]

where \( \Lambda_0 \) and \( M \) are, respectively, as in the Ellipticity condition \( \mathcal{E}_0 \) and (2.3). This implies that \( -(L + \delta_0) \) generates a bounded holomorphic semigroup \( \{e^{-t(L+\delta_0)}\}_{t \geq 0} \). Thus, we can define \( L := (L + \delta_0) - \delta_0 \) and the associated semigroup \( e^{-tL} \) by setting \( e^{-tL} := e^{-t(L+\delta_0)}e^{t\delta_0} \). Moreover, \( L_0 + \delta_0 \) has a bounded functional calculus in \( L^2(\mathbb{R}^n) \).

For the inhomogeneous operator \( L \), Auscher et al. proved the following result on Kato’s square root problem (see [4, Theorem 1.3]).

**Proposition 2.2** ([4]). Let \( L \) be as in (1.1) and satisfy the Ellipticity condition \( \mathcal{E} \). Then the domain of the square root of \( L \) is given by the inhomogeneous Sobolev space \( W^{m, 2}(\mathbb{R}^n) \). Moreover, there exists a positive constant \( C \) such that, for all \( f \in W^{m, 2}(\mathbb{R}^n) \),

\[
\frac{1}{C} \left\| \sqrt{L}(f) \right\|_{L^2(\mathbb{R}^n)} \leq \|f\|_{W^{m, 2}(\mathbb{R}^n)} \leq C \left\| \sqrt{L}(f) \right\|_{L^2(\mathbb{R}^n)}.
\]

Let \( \delta_0 \in (0, \infty) \) be as in (2.7) and \( \delta \in (\delta_0, \infty) \). If \( L \) satisfies the Weak ellipticity condition \( \tilde{\mathcal{E}} \), then, since \( L + \delta \) satisfies the Ellipticity condition \( \mathcal{E} \), we have the following conclusion.

**Corollary 2.3.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \( \tilde{\mathcal{E}} \). Assume that \( \delta_0 \in [\delta_2, \infty) \) is as in (2.7) and \( \delta \in (\delta_0, \infty) \). Then the domain of the square root of \( L + \delta \) is given by the inhomogeneous Sobolev space \( W^{m, 2}(\mathbb{R}^n) \). Moreover, there exists a positive constant \( C \) such that, for all \( f \in W^{m, 2}(\mathbb{R}^n) \),

\[
\frac{1}{C} \left\| \sqrt{L + \delta}(f) \right\|_{L^2(\mathbb{R}^n)} \leq \|f\|_{W^{m, 2}(\mathbb{R}^n)} \leq C \left\| \sqrt{L + \delta}(f) \right\|_{L^2(\mathbb{R}^n)}.
\]

### 2.2 Local off-diagonal estimates of \( L \)

In this subsection, we establish some local off-diagonal estimates for operators generated by \( L \), which play an essential role in the theory of local Hardy spaces associated with \( L \). To begin with, we first recall a result from [25, Theorem 8], which states that, if \( L \) satisfies the Weak ellipticity condition \( \tilde{\mathcal{E}} \) and is symmetric, then \( \{e^{-tL}\}_{t \geq 0} \) satisfies the following \( L^2 \) off-diagonal estimates.

**Proposition 2.4** ([25]). Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \( \tilde{\mathcal{E}} \) and assume that the coefficient matrix \( a_{\alpha, \beta} \) is conjugate symmetric, namely, for all \( \alpha \) and \( \beta \), \( a_{\alpha, \beta} = a_{\beta, \alpha} \). Then the semigroup \( \{e^{-tL}\}_{t \geq 0} \) satisfies the following local \( L^2 \) off-diagonal estimates: there exist positive constants \( \kappa \) and \( C \) such that, for all \( t \in (0, \infty) \), compact convex sets \( E, F \subset \mathbb{R}^n \) and \( f \in L^2(\mathbb{R}^n) \) supported in \( E \),

\[
\|e^{-tL}(f)\|_{L^2(F)} \leq \exp \left\{ \kappa t - C \frac{\|d(E, F)\|^{2m}}{t^{\frac{n-2m}{2}} \|f\|_{L^2(E)}} \right\} \|f\|_{L^2(E)}.
\]
For completeness, we now reprove (2.8) by presenting more details and removing the assumptions that the coefficient matrix is symmetric, and that the sets $E$ and $F$ are compact convex. Our method is essentially based on the proofs of [25, Theorem 8] and [11, Proposition 3.1].

Let $E$ be the set of all bounded real-valued $C^\infty$ functions $\phi$ on $\mathbb{R}^n$ satisfying that, for all multi-indices $\alpha \in \mathbb{N}^n$ satisfying $1 \leq |\alpha| \leq m$, $\|D^\alpha \phi\|_{L^\infty(\mathbb{R}^n)} \leq 1$. For $E$, the following conclusion plays an important role in this subsection.

**Lemma 2.5** ([25]). Let $E$, $F$ be two disjoint closed subsets in $\mathbb{R}^n$ and
\[
\widetilde{d}(E, F) := \sup_{\phi \in E \setminus F} \{\phi(x) - \phi(y) : x \in E, y \in F\}.
\]
Then $d(E, F) = \widetilde{d}(E, F)$, where $d(E, F)$ denotes the Euclidean distance between $E$ and $F$.

**Remark 2.6.** We point out that Lemma 2.5 was first proved by Davies [25, Lemma 4] in the case that $E$ and $F$ are compact convex, however, it still holds true for all closed sets (see [58, Lemma 2.3] for more details).

Let $\phi \in \mathcal{E}_m, \lambda \in [0, \infty)$ and $f, g \in W^{m,2}(\mathbb{R}^n)$. Define the twist sesquilinear form $a_{\lambda, \phi}$ under exponential perturbation, mapping $W^{m,2}(\mathbb{R}^n) \times W^{m,2}(\mathbb{R}^n)$ into $\mathbb{C}$, by setting
\[
a_{\lambda, \phi}(f, g) := \sum_{0 \leq |\alpha|, |\beta| \leq m} \int_{\mathbb{R}^n} a_{\alpha, \beta}(x)e^{\lambda \phi} \partial^\beta (e^{-\lambda \phi}f)(x)\overline{e^{-\lambda \phi}g}(x) \, dx
\]
where $\alpha$ is as in (2.1). We remark that this kind of twist sesquilinear forms first appeared in [25, p. 143] and was generalized by Blunck and Kunstmann [12] to the space of homogeneous type.

Although the twist sesquilinear form $a_{\lambda, \phi}$ may not be accretive, we can define the operator $L_{\lambda, \phi} := e^{\lambda \phi}Le^{-\lambda \phi}$, with the domain
\[
\mathcal{D}(L_{\lambda, \phi}) := \{f \in L^2(\mathbb{R}^n) : e^{-\lambda \phi}f \in \mathcal{D}(L)\},
\]
associated with $a_{\lambda, \phi}$ in the following way: for all $f \in \mathcal{D}(L_{\lambda, \phi})$ and $g \in W^{m,2}(\mathbb{R}^n)$, we have $e^{-\lambda \phi}f \in \mathcal{D}(L), e^{\lambda \phi}g \in W^{m,2}(\mathbb{R}^n)$ and hence, we can write
\[
a_{\lambda, \phi}(f, g) = a(e^{\lambda \phi}f, e^{\lambda \phi}g) = (L(e^{-\lambda \phi}f), e^{\lambda \phi}g)_{L^2(\mathbb{R}^n)} = (L_{\lambda, \phi}f, g)_{L^2(\mathbb{R}^n)}.
\]
Recall that $L + \delta_0$ is of type $\omega$ in $L^2(\mathbb{R}^n)$ for some $\omega \in [0, \frac{\pi}{2})$. Observe that, for all $\xi \in \mathbb{C}$,
\[
(\xi I - [L_{\lambda, \phi} + \delta_0])^{-1} = (\xi I - [e^{\lambda \phi}Le^{-\lambda \phi} + \delta_0])^{-1} = e^{\lambda \phi} (\xi I - [L + \delta_0])^{-1} e^{-\lambda \phi},
\]
which implies that the spectrum of $L + \delta_0$ and $L_{\lambda, \phi} + \delta_0$ are the same. Moreover, we see that $L_{\lambda, \phi} + \delta_0$ is also of type $\omega$. Thus, $-(L_{\lambda, \phi} + \delta_0)$ generates a bounded holomorphic semigroup $\{e^{-t(L_{\lambda, \phi}+\delta_0)}\}_{t \in \mathbb{R}}$. By [48, p. 489, (5.1)] (or [23, Proposition 3.6] for a more detailed description), we find the following formula
\[
e^{-t(L_{\lambda, \phi}+\delta_0)}(f) = \frac{1}{2\pi i} \int_{\Gamma} e^{\xi t} (\xi I + [L_{\lambda, \phi} + \delta_0])^{-1}(f) \, d\xi
\]
where, for $\theta \in (\pi/2 + |\arg(z)|, \pi - \omega)$, the path $\Gamma$ is the union of the rays
\[
\gamma^\pm := \{z \in \mathbb{C} : z = re^{\pm i\theta}, r \in [R, \infty)\}.
\]
and the arc $\gamma_0 := \{ z \in \mathbb{C} : z = Re^{i\psi}, |\psi| \leq \theta \}$, going around the origin counter-clockwise. By formula (2.10), we see that the corresponding semigroup $\{e^{-t(L_\phi + \delta_0)}\}_{t \geq 0}$ can be formally written as $\{e^{\lambda_\phi e^{-t(L+\delta_0)}e^{-\lambda_\phi}}\}_{t \geq 0}$. Hence, we can write, for all $t \in (0, \infty)$,

\[
e^{-tL_{\lambda_\phi}} = e^{\lambda_\phi e^{-tL}e^{-\lambda_\phi}}.
\]

We first have the following perturbation estimate for the sesquilinear forms, which is an analog of [25, Lemma 2].

**Lemma 2.7.** Let $a$ and $a_{\lambda, \phi}$ be respectively as in (2.1) and (2.9), where $a$ satisfies the Weak ellipticity condition ($\mathcal{E}$). Then there exists a positive constant $C_0$ such that, for all $f \in W_{{m, 2}}(\mathbb{R}^n)$,

\[|a_{\lambda, \phi}(f, f) - a(f, f)| \leq \frac{1}{4} |\text{Re} \{a(f, f)\}| + C_0 \left(1 + \lambda^{2m}\right) \|f\|_{L^2(\mathbb{R}^n)}^2.
\]

**Proof.** Although the proof of this lemma is similar to that of [25, Lemma 2], in this article, we still give some details, since this perturbation estimate is important to establish the off-diagonal estimates for $\{e^{-tL_{\lambda_\phi}}\}_{t \geq 0}$.

Observe that, for each multi-index $\alpha$ satisfying $0 \leq |\alpha| \leq m$, by Leibnitz’s rule and properties of $\phi$, we know that there exists a family $\{b_{\alpha, \gamma}\}_\gamma$ of uniformly bounded functions such that

\[e^{\lambda_\phi \partial^\alpha f}e^{e^{-tL}e^{-\lambda_\phi}}f = \partial^\alpha f + \sum_{0 \leq |\gamma| \leq |\alpha|} b_{\alpha, \gamma} \lambda_\phi \partial^\gamma f.
\]

Thus, by an elementary calculation, we conclude that

\[a_{\lambda, \phi}(f, f) = \sum_{0 \leq |\alpha|, |\beta| \leq m} \int_{\mathbb{R}^n} a_{\alpha, \beta}(x) \partial^\alpha f(x) \partial^\beta f(x) dx
\]

\[+ \sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{0 \leq |\gamma| \leq |\alpha|} \sum_{0 \leq |\eta| \leq |\beta|} \int_{\mathbb{R}^n} a_{\alpha, \beta}(x) b_{\alpha, \gamma}(x) \partial^\alpha f(x) \lambda_\phi \partial^\gamma f(x) dx
\]

\[+ \sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{0 \leq |\gamma| \leq |\alpha|} \sum_{0 \leq |\eta| \leq |\beta|} \int_{\mathbb{R}^n} a_{\alpha, \beta}(x) b_{\beta, \gamma}(x) \partial^\beta f(x) \lambda_\phi \partial^\gamma f(x) dx
\]

\[+ \sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{0 \leq |\gamma| \leq |\alpha|} \sum_{0 \leq |\eta| \leq |\beta|} \sum_{0 \leq |\tau| \leq |\alpha|} \int_{\mathbb{R}^n} a_{\alpha, \beta}(x) b_{\alpha, \gamma}(x) b_{\beta, \eta}(x) \partial^\gamma f(x)
\]

\[\times \lambda_\phi \partial^\tau f(x) dx =: a(f, f) + A + B + C.
\]

For $A$, by the Weak ellipticity condition ($\mathcal{E}$), the uniformly boundedness of $\{b_{\alpha, \gamma}\}_{\alpha, \gamma}$, Hölder’s inequality and Cauchy’s inequality with $\epsilon$, we find that, for every $\epsilon \in (0, \infty)$, there exists a positive constant $C'_{\epsilon}$ such that

\[A \leq \sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{0 \leq |\gamma| \leq |\alpha|} \sum_{0 \leq |\eta| \leq |\beta|} \int_{\mathbb{R}^n} \lambda_\phi |\partial^\alpha f(x)| |\partial^\gamma f(x)| dx
\]

\[\leq \sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{0 \leq |\gamma| \leq |\alpha|} \left(\|\partial^\alpha f\|_{L^2(\mathbb{R}^n)} \|\lambda_\phi \partial^\gamma f\|_{L^2(\mathbb{R}^n)}
\]

\[\leq \sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{0 \leq |\gamma| \leq |\alpha|} \left[C_{\epsilon} \|\partial^\alpha f\|_{L^2(\mathbb{R}^n)}^2 + C_{\epsilon} \|\lambda_\phi \partial^\gamma f\|_{L^2(\mathbb{R}^n)}^2
\]
Let \( \epsilon \) be such that

\[
eq: \sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{0 \leq q_1 \leq |\alpha| - |\gamma_1|} \left[ \epsilon \| \partial^\alpha f \|^2_{L^2(\mathbb{R}^n)} + C(\epsilon) \tilde{A}_{q_1, \gamma_1} \right].
\]

By Plancherel’s theorem and Young’s inequality with \( \epsilon \), we know that, for every \( \epsilon \in (0, \infty) \), there exists a positive constant \( C(\overline{c}) \) such that

\[
\tilde{A}_{q_1, \gamma_1} \sim \int_{\mathbb{R}^n} \left| \left[ |\xi|^{|\gamma_1|} |\lambda^n| \right] \tilde{f}(\xi) \right|^2 \, d\xi \lesssim \int_{\mathbb{R}^n} \left[ \epsilon \| \xi \|^2 \right] \left[ C(\overline{c})(1 + \lambda^{2m}) \right] \left| \tilde{f}(\xi) \right|^2 \, d\xi
\]

\[
\lesssim \epsilon \| \nabla^m f \|^2_{L^2(\mathbb{R}^n)} + C(\overline{c})(1 + \lambda^{2m}) \| f \|^2_{L^2(\mathbb{R}^n)},
\]

which, together with (2.12), implies that

\[
A \leq \sum_{0 \leq |\beta| \leq m} \left[ \epsilon \| \partial^\beta f \|^2_{L^2(\mathbb{R}^n)} + C(\epsilon)(1 + \lambda^{2m}) \| f \|^2_{L^2(\mathbb{R}^n)} \right].
\]

Using the interpolation inequality (2.4), Young’s inequality with \( \epsilon \) and the weak Garding’s inequality (2.6), we see that

\[
A \leq \epsilon \| \nabla^m f \|^2_{L^2(\mathbb{R}^n)} + C(\epsilon)(1 + \lambda^{2m}) \| f \|^2_{L^2(\mathbb{R}^n)}
\]

\[
\leq \epsilon \text{Re} \{ a(f, f) \} + C(\epsilon)(1 + \lambda^{2m}) \| f \|^2_{L^2(\mathbb{R}^n)},
\]

which is desired.

The estimates for \( B \) and \( C \) are similar, the details being omitted. Thus, we conclude that

\[
|a_{\lambda, \phi}(f, f) - a(f, f)| \leq \epsilon \text{Re} \{ a(f, f) \} + C(\epsilon)(1 + \lambda^{2m}) \| f \|^2_{L^2(\mathbb{R}^n)},
\]

which completes the proof of Lemma 2.7, by letting \( \epsilon \) sufficiently small. \( \square \)

With the help of Lemma 2.7, we are able to prove the following conclusion.

**Lemma 2.8.** Let a and \( a_{\lambda, \phi} \) be respectively as in (2.1) and (2.9), where a satisfies the Weak ellipticity condition (\( \mathcal{E} \)). Then there exists a positive constant \( C \) such that, for all \( f \in L^2(\mathbb{R}^n) \),

\[
(2.13) \quad \| e^{-tL_{\lambda, \phi}}(f) \|^2_{L^2(\mathbb{R}^n)} \leq \exp \left\{ C \left( 1 + \lambda^{2m} \right) t \right\} \| f \|^2_{L^2(\mathbb{R}^n)}
\]

and

\[
(2.14) \quad \| tL_{\lambda, \phi} e^{-tL_{\lambda, \phi}}(f) \|^2_{L^2(\mathbb{R}^n)} \leq \exp \left\{ C \left( 1 + \lambda^{2m} \right) t \right\} \| f \|^2_{L^2(\mathbb{R}^n)}.
\]

**Proof.** This lemma can be proved by a way similar to that used in the proof of [25, Lemma 6]. For all \( t \in (0, \infty) \), \( f \in L^2(\mathbb{R}^n) \) and \( x \in \mathbb{R}^n \), let \( f_t(x) := e^{-tL_{\lambda, \phi}}(f)(x) \). From the semigroup property of \( e^{-tL_{\lambda, \phi}} \), Lemma 2.7 and the weak Garding’s inequality (2.6), we deduce that there exists a positive constant \( \overline{C} \) such that

\[
\frac{d}{dt} \| f_t \|^2_{L^2(\mathbb{R}^n)} = \int_{\mathbb{R}^n} \frac{d}{dt} f_t(x) \overline{f_t(x)} \, dx + \int_{\mathbb{R}^n} f_t(x) \frac{d}{dt} f_t(x) \, dx
\]

\[
= 2 \text{Re} \left\{ \int_{\mathbb{R}^n} \frac{d}{dt} f_t(x) \overline{f_t(x)} \, dx \right\} = -2 \text{Re} \{ a_{\lambda, \phi}(f_t, f_t) \}
\]

\[
= 2 \left[ |a(f, f) - a_{\lambda, \phi}(f, f)| - \text{Re} \{ a(f, f) \} \right]
\]

\[
\leq 2 \left[ C_0 \left( 1 + \lambda^{2m} \right) \| f \|^2_{L^2(\mathbb{R}^n)} - \frac{3}{4} \text{Re} \{ a(f, f) \} \right]
\]


\[
\leq 2 \left[ C_0 \left(1 + \lambda^{2m} \right) + \frac{3}{4} \delta_2 \right] \|f\|_{L^2(\mathbb{R}^n)}^2 \leq 2 \tilde{C} \left(1 + \lambda^{2m} \right) \|f\|_{L^2(\mathbb{R}^n)}^2,
\]

where

\begin{equation}
(2.15)
\tilde{C} := \max \{ C_0, 3\delta_2/4 \},
\end{equation}

\(C_0\) and \(\delta_2\) are as in Lemma 2.7 and (2.6), respectively.

Solving the differential inequality above, we conclude that

\[
\|f_t\|_{L^2(\mathbb{R}^n)}^2 \leq \exp \left\{ 2\tilde{C} \left(1 + \lambda^{2m} \right) t \right\} \|f\|_{L^2(\mathbb{R}^n)}^2,
\]

which completes the proof of (2.13).

We now turn to the proof of (2.14). Let \(\theta \in (0, \frac{\pi}{2})\) be such that

\[
\tan \theta < \frac{1}{\sqrt{(\lambda_0/\lambda_0)^2 - 1}},
\]

where \(\lambda_0\) and \(\Lambda_0\) are, respectively, the ellipticity constants for the leading part \(L_0\) of \(L\). Then, by the Weak ellipticity condition \((\tilde{\mathcal{E}})\), we know that, for all \(f \in W^{m,2}(\mathbb{R}^n)\)

\[
\Re(e^{i\theta}L_0(f), f)_{L^2(\mathbb{R}^n)} = (\cos \theta)\Re(e^{i\theta}L_0(f), f)_{L^2(\mathbb{R}^n)} - (\sin \theta)\Im(e^{i\theta}L_0(f), f)_{L^2(\mathbb{R}^n)}
\]

\[
\geq (\cos \theta)\lambda_0\|f\|_{L^2(\mathbb{R}^n)}^2 - (\sin \theta)\sqrt{\lambda_0^2 - \lambda_0^2}\|f\|_{L^2(\mathbb{R}^n)}^2
\]

\[
= \lambda_0\|f\|_{L^2(\mathbb{R}^n)}^2 \left[ \cos \theta - (\sin \theta)\sqrt{\lambda_0^2 - \lambda_0^2 - 1} \right].
\]

which, together with the assumption that \(\tan \theta < \frac{1}{\sqrt{(\lambda_0/\lambda_0)^2 - 1}}\), shows that

\[
\cos \theta - (\sin \theta)\sqrt{\lambda_0^2 - \lambda_0^2 - 1} > 0.
\]

Hence, \(e^{i\theta}L\) also satisfies the Weak ellipticity condition \((\tilde{\mathcal{E}})\).

Now, for \(r \in (0, \infty)\) and \(\theta\) as above, using an argument same as that used in the proof of (2.13), we obtain

\[
\left\| e^{-e^{i\theta}L_{\lambda, \phi}}(f) \right\|_{L^2(\mathbb{R}^n)}^2 \leq \exp \left\{ 2\tilde{C} \left(1 + \lambda^{2m} \right) r \right\} \|f\|_{L^2(\mathbb{R}^n)}^2,
\]

where \(\tilde{C}\) is as in (2.15). Moreover, by the following Cauchy’s formula that, for all \(k \in \mathbb{N}\),

\begin{equation}
(2.16)
\left\{ t \left( L_{\lambda, \phi} + \tilde{C} [1 + \lambda^{2m}] \right) \right\}^k e^{-t(L_{\lambda, \phi} + \tilde{C} [1 + \lambda^{2m}])}
\end{equation}

\[
= \left( -1 \right)^k k! \frac{j^k}{2\pi i} \int_{\{z \in \mathbb{C} : |z - t| = \eta t\}} e^{-z(L_{\lambda, \phi} + \tilde{C} [1 + \lambda^{2m}])} \frac{dz}{(z - t)^{k+1}}
\]

(see, for example, [41, p. 14]) with \(\eta \in (0, \infty)\) small enough, we see that

\[
\left\| t \left( L_{\lambda, \phi} + \tilde{C} [1 + \lambda^{2m}] \right) e^{-t(L_{\lambda, \phi} + \tilde{C} [1 + \lambda^{2m}])} \right\|_{L^2(\mathbb{R}^n)} \lesssim 1,
\]

which, combined with (2.13), implies that (2.14) holds true. Here and hereafter, for any bounded linear operator \(T\) on \(L^2(\mathbb{R}^n)\), \(\|T\|_{L^2(\mathbb{R}^n)}\) denotes its \textit{operator norm}. This finishes the proof of Lemma 2.8. \(\square\)
We now turn to the proof of $L^2$ off-diagonal estimates of \( \{e^{-tL}\}_{t > 0} \).

**Theorem 2.9.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition \((\widetilde{E})\). Then the semigroup \( \{e^{-tL}\}_{t > 0} \) satisfies the following local $L^2$ off-diagonal estimates: there exist positive constants $\kappa$, $C$ and $\widetilde{C}$ such that, for all $t \in (0, \infty)$, closed sets $E$, $F$ in $\mathbb{R}^n$ and $f \in L^2(\mathbb{R}^n)$ supported in $E$,

$$
(2.17) \quad \|e^{-tL}(f)\|_{L^2(F)} \leq C \exp \left\{ \kappa t - \widetilde{C} \left[ d(E, F) \right] \frac{\pi m}{t^{n/m-1}} \right\} \|f\|_{L^2(E)}.
$$

**Proof.** Let $E$ and $F$ be two closed sets in $\mathbb{R}^n$. Without loss of generality, we may assume that $d(E, F) > 0$. Take $\phi \in \mathcal{C}_m$ satisfying $\phi|_E \geq 0$ and $\phi|_F \leq -\frac{d(E,F)}{1+t}$, where $\epsilon$ is some suitable positive constant (see [25, p. 151] for the existence of the function $\phi$ satisfying these conditions). From this and (2.11), we deduce that, for all $t \in (0, \infty)$,

$$
\| \chi_E e^{-tL} \chi_F \|_{L^2(\mathbb{R}^n)} = \| e^{-\lambda \phi} \chi_E \frac{\lambda}{\epsilon} e^{-tL} e^{-\lambda \phi} \chi_F \|_{L^2(\mathbb{R}^n)} \leq \| e^{-\lambda \phi} \chi_E \|_{L^2(\mathbb{R}^n)} \| e^{-tL} \|_{L^2(\mathbb{R}^n)} \| \chi_F \|_{L^2(\mathbb{R}^n)}.
$$

By properties of $\phi$ and Lemma 2.8, we conclude that there exists a positive constant $C_0$ such that

$$
\| \chi_E e^{-tL} \chi_F \|_{L^2(\mathbb{R}^n)} \leq \exp \left\{ C_0 \left( 1 + \lambda^2 m \right) t - \lambda \frac{d(E, F)}{1 + \epsilon} \right\},
$$

which implies (2.17) by letting $\lambda := \widetilde{C} \left[ d(E, F) \right] \frac{1}{t^{n/m-1}}$ with $\widetilde{C} \in (0, \frac{1}{1+t} \left[ \frac{1}{2m} \right])$. This finishes the proof of Theorem 2.9. \( \square \)

We now consider the $L^p(\mathbb{R}^n)$ theory of $\{e^{-tL}\}_{t > 0}$. Let $\kappa \in (0, \infty)$ and $(p_-(L+\kappa), p_+(L+\kappa))$ be the maximal interval of exponents $p \in [1, \infty)$ such that $\{e^{-t(L+\kappa)}\}_{t > 0}$ is bounded on $L^p(\mathbb{R}^n)$.

**Proposition 2.10.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition \((\widetilde{E})\). Then there exists a positive constant $\kappa$ such that

(i) \( \left\{ \begin{array}{ll} (p_-(L+\kappa), p_+(L+\kappa)) = (1, \infty), & \text{when } n < 2m, \\
\left[ \frac{n}{n+2m}, \frac{n}{n+2m} \right] \subset (p_-(L+\kappa), p_+(L+\kappa)), & \text{when } n > 2m. \end{array} \right. \)

(ii) For all $k \in \mathbb{Z}_+$ and $p_- < p < p_+(L+\kappa)$, the family \( \{t(L+\kappa)^k e^{-t(L+\kappa)}\}_{t > 0} \) of operators satisfies the following $m$-$L^p$-$L^q$ off-diagonal estimates: there exist positive constants $C$ and $\widetilde{C}$ such that, for all $t \in (0, \infty)$, closed sets $E$, $F$ in $\mathbb{R}^n$ and $f \in L^2(\mathbb{R}^n) \cap L^p(\mathbb{R}^n)$ supported in $E$,

$$
(2.18) \quad \| t(L+\kappa)^k e^{-t(L+\kappa)}(f) \|_{L^q(F)} \leq C t^{\frac{n}{2} (\frac{1}{q} - \frac{1}{2})} \exp \left\{ -\widetilde{C} \left[ d(E, F) \right] \frac{\pi m}{t^{n/m-1}} \right\} \|f\|_{L^p(\mathbb{R}^n)}.
$$

(iii) For all $k \in \mathbb{Z}_+$ and $p_- < p < p_+(L+\kappa)$, the family \( \{(L)^k e^{-tL}\}_{t > 0} \) of operators satisfies the following local $m$-$L^p$-$L^q$ off-diagonal estimates: there exist positive constants $C$.
\begin{equation}
\|(tL)^ke^{-tL}(f)\|_{L^p(F)} \leq Ct^{\frac{m}{2}n\left(\frac{1}{2} - \frac{1}{q}\right)} \exp \left\{ \kappa t - \tilde{C} \frac{[d(E, F)]^{\frac{2m}{m-1}}}{t^{m-1}} \right\} \|f\|_{L^p(\mathbb{R}^n)}.
\end{equation}

Proof. (i) was essentially proved in [25, Theorems 20 and 25], where, although $L$ is assumed to be symmetric, it can be extended to the present setting with some minor modifications as in proofs of Lemmas 2.7 and 2.8, the details being omitted.

(iii) is an easy consequence of (ii), the details being omitted.

We now turn to the proof of (ii). If $k = 0$, the proof of (ii) is similar to those of [3, Proposition 3.2(1) and (2)] with Gagliardo-Nirenberg’s inequality used therein replaced by the following higher order Gagliardo-Nirenberg’s inequality from [53, p.125] that, for all $\alpha \in [0, 1]$ satisfying \[1 + \frac{n}{m} \left(\frac{1}{p} - \frac{1}{2}\right)\alpha = \frac{2}{p} \left(\frac{1}{p} - \frac{1}{2}\right), \|f\|_{L^p(\mathbb{R}^n)} \lesssim \|\nabla^m f\|_{L^p(\mathbb{R}^n)}^\alpha \|f\|_{L^p(\mathbb{R}^n)}^{1-\alpha},\]
where the implicit positive constant depends on $m$, but be independent of $f$; see also [27, Theorem 3.1] for a similar argument. Observe that, by (2.6), we can choose $\kappa$ large enough so that $L + \kappa$ satisfies the Ellipticity condition $(\tilde{E})$. Thus, we have \[\|\nabla^m f\|_{L^p(\mathbb{R}^n)} \lesssim \Re \left\{(L + \kappa)(f), f\right\}_{L^p(\mathbb{R}^n)},\]
which makes the argument used in the proof of [3, Proposition 3.2(ii)] still be valid in the present setting.

The proof of (2.18) for $k \in \mathbb{N}$ is similar to that of [41, Proposition 3.1]. We first need to extend the off-diagonal estimates (2.18) with $k = 0$ to the complex time; then using Cauchy’s formula as in (2.16), we obtain (2.18) for $k \in \mathbb{N}$, the technical details being omitted; see also the proof of (2.14) of Lemma 2.8 for a similar argument. This finishes the proof of Proposition 2.10.

We now turn to gradient estimates of $\{e^{-tL}\}_{t \geq 0}$. Our method is from Blunck and Kunstmann (see [11, Proposition 3.1]), where the authors studied off-diagonal estimates of the associated gradient semigroup when $L$ is homogeneous and of the form (1.6).

**Theorem 2.11.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition $(\tilde{E})$. Then there exists a positive constant $\kappa$ such that, for all $k \in \{0, \ldots, m\}$, the family of operators, $\{\sqrt{t}\nabla^k e^{-tL}\}_{t \geq 0}$, satisfies the local $L^2$ off-diagonal estimates as in (2.17).

Proof. To show this theorem, let $\lambda \in (0, \infty)$, $\phi \in \mathcal{E}_m$ and $a_{\lambda, \phi}$ be the twist sesquilinear form as in (2.9). Let $\tilde{a}_{\lambda, \phi} := a_{\lambda, \phi} + \mu (1 + \lambda^2 m)$, where $\mu \in (0, \infty)$ and $\mu(1 + \lambda^2 m)$ is defined as a sesquilinear form $\tilde{b}$ by multiplication, namely, for all $f$ and $g \in L^2(\mathbb{R}^n)$,
\[\tilde{b}(f, g) := \int_{\mathbb{R}^n} \mu (1 + \lambda^2 m) f(x) \overline{g(x)} \, dx.\]

Let $\tilde{L}_{\lambda, \phi}$ be the operator associated with $\tilde{a}_{\lambda, \phi}$. Then $\tilde{L}_{\lambda, \phi}$ can be written formally as $L_{\lambda, \phi} + \mu (1 + \lambda^2 m)$, where $L_{\lambda, \phi}$ is the operator associated with $a_{\lambda, \phi}$. By letting $\mu$ be sufficiently large and using Lemma 2.8, we conclude that
\begin{equation}
\|e^{-t\tilde{L}_{\lambda, \phi}}\|_{L(L^2(\mathbb{R}^n))} \lesssim 1
\end{equation}
and
\begin{equation}
\|t\tilde{L}_{\lambda, \phi} e^{-t\tilde{L}_{\lambda, \phi}}\|_{L(L^2(\mathbb{R}^n))} \lesssim 1.
\end{equation}

For all $t \in (0, \infty)$ and $f \in L^2(\mathbb{R}^n)$, let $u(t) := e^{-t\tilde{L}_{\lambda, \phi}}(f)$. From the interpolation inequality (2.4), the Weak ellipticity condition $(\tilde{E})$, Lemma 2.7, H"older’s inequality, (2.20) and (2.21), we deduce that, for all $k \in \{0, \ldots, m\},$
\begin{equation}
\|\nabla^k u(t)\|_{L^2(\mathbb{R}^n)}^2 \lesssim \Re \left\{a(u(t), u(t))\right\} + \delta_2 \|u(t)\|_{L^2(\mathbb{R}^n)}^2.
\end{equation}
Combining the above two cases, we conclude that

\[
\Re \{ a_{\lambda, \phi}(u(t), u(t)) \} + \mu (1 + \lambda^{2m}) \| u(t) \|_{L^2(\mathbb{R}^n)}^2
\]

\[
\leq \Re \{ a_{\lambda, \phi}(u(t), u(t)) \} + \mu (1 + \lambda^{2m}) \| u(t) \|_{L^2(\mathbb{R}^n)}^2
\]

Moreover, by the interpolation inequality (2.4) again, we find that, for all \( l \in \{1, \ldots, k\} \) and \( g \in W^{m,k}(\mathbb{R}^n) \),

\[
\| \nabla^l g \|_{L^2(\mathbb{R}^n)} \lesssim \| \nabla^{k} g \|_{L^2(\mathbb{R}^n)}^{1/k} \| g \|_{L^2(\mathbb{R}^n)}^{1-1/k},
\]

which, together with (2.22) and (2.20), immediately implies that \( \| t^{(2k)} \nabla^l e^{-t\tilde{L}_{\lambda, \phi}} \|_{L^2(\mathbb{R}^n)} \lesssim 1 \). Thus, by the relationships between \( L_{\lambda, \phi}, \tilde{L}_{\lambda, \phi} \) and \( L \) (see (2.11)), we further know that, for all \( l \in \{1, \ldots, k\} \) and \( f \in L^2(\mathbb{R}^n) \),

\[
\| t^{1/2} \nabla^k (e^{\lambda t} e^{-tL} e^{-\lambda \phi}(f)) \|_{L^2(\mathbb{R}^n)} \lesssim e^{t(1 + \lambda^{2m})} \| f \|_{L^2(\mathbb{R}^n)}
\]

and

\[
\| t^{1/2} \nabla^l (e^{\lambda t} e^{-tL} e^{-\lambda \phi}(f)) \|_{L^2(\mathbb{R}^n)} \lesssim e^{t(1 + \lambda^{2m})} \| f \|_{L^2(\mathbb{R}^n)}
\]

Furthermore, as in the proof of [11, Proposition 3.1, p.147], we have the following elementary formula

\[
e^{\lambda \phi} (\nabla^k e^{-tL}) e^{-\lambda \phi} = \sum_{k=1}^{k} \psi_{k} \sum_{j=0}^{j} (-\lambda)^{i-j} \nabla^j (e^{-tL} e^{-\lambda \phi}(f))
\]

where \( \{\psi_{k}\} \), depending on \( \phi \), is a family of functions which are uniformly bounded on \( \mathbb{R}^n \). Thus, if \( t \geq 1 \), from (2.24), we deduce that

\[
\| e^{\lambda \phi} t^{L/2} (\nabla^k e^{-tL}) e^{-\lambda \phi}(f) \|_{L^2(\mathbb{R}^n)} \lesssim \sum_{i=1}^{k} \sum_{j=0}^{j} |\lambda|^{i-j} \| t^{1/2} \nabla^j (e^{-tL} e^{-\lambda \phi}(f)) \|_{L^2(\mathbb{R}^n)}
\]

\[
\lesssim \sum_{i=1}^{k} \sum_{j=0}^{j} |\lambda|^{i-j} \frac{t^{1/2}}{t^{1/2}} e^{t(1 + \lambda^{2m})} \| f \|_{L^2(\mathbb{R}^n)}
\]

\[
\lesssim e^{(1 + \mu)(1 + \lambda^{2m})} \| f \|_{L^2(\mathbb{R}^n)}
\]

If \( t < 1 \), from (2.20) and (2.25), we deduce that

\[
\| e^{\lambda \phi} t^{L/2} (\nabla^k e^{-tL}) e^{-\lambda \phi}(f) \|_{L^2(\mathbb{R}^n)} \lesssim \sum_{i=1}^{k} \sum_{j=0}^{j} (-\lambda)^{i-j} t^{1/2} \nabla^j (e^{-tL} e^{-\lambda \phi}(f)) \|_{L^2(\mathbb{R}^n)}
\]

\[
\lesssim \sum_{i=1}^{k} \sum_{j=0}^{j} |\lambda|^{i-j} \frac{t^{1/2}}{t^{1/2}} e^{t(1 + \lambda^{2m})} \| f \|_{L^2(\mathbb{R}^n)}
\]

\[
\lesssim e^{(1 + \mu)(1 + \lambda^{2m})} \| f \|_{L^2(\mathbb{R}^n)}
\]

Combining the above two cases, we conclude that

\[
\| e^{\lambda \phi} t^{L/2} (\nabla^k e^{-tL}) e^{-\lambda \phi}(f) \|_{L^2(\mathbb{R}^n)} \lesssim e^{(1 + \mu)(1 + \lambda^{2m})} \| f \|_{L^2(\mathbb{R}^n)}
\]
The remainder of the proof is similar to that of Theorem 2.9 (see (2.18)), the details being
omitted. This finishes the proof of Theorem 2.11.

Remark 2.12. We point out that, by Theorems 2.9 and 2.11 with $k = m$, and the interpolation
inequality (2.23), we know that, for all $l \in \{0, \ldots, m\}$, the family $\{\sqrt{\nabla e^{-\lambda L}}\}_{\lambda > 0}$ of operators
also satisfies the local $L^2$ off-diagonal estimates as in (2.17). This kind of local $L^2$ off-diagonal
estimates is different from those in Theorem 2.11, which are on the family $\{\sqrt{\nabla e^{-\lambda L}}\}_{\lambda > 0}$ for all
$l \in \{0, \ldots, m\}$.

3 The local Hardy space $h^p_L(\mathbb{R}^n)$

In this section, let $L$ be as in (1.1) and satisfy the Weak ellipticity condition ($\tilde{\mathcal{E}}$). For all $p \in (0, \infty)$, we study the local Hardy spaces $h^p_L(\mathbb{R}^n)$ associated with $L$. To this end, we first introduce two spaces $L^p_Q(\mathbb{R}^n)$ and $H^p_Q(\mathbb{R}^n)$, for $p \in (0, \infty)$, in Subsection 3.1, which are necessary when defining $h^p_L(\mathbb{R}^n)$; then, in Subsection 3.2, we give the definitions of $h^p_L(\mathbb{R}^n)$ and their local molecular characterizations for $p \in (0, 1)$; finally, in Subsection 3.3, we establish the square function characterization and the complex interpolation of $h^p_L(\mathbb{R}^n)$ for $p \in (0, \infty)$.

3.1 The spaces $L^p_Q(\mathbb{R}^n)$ and $H^p_Q(\mathbb{R}^n)$

In this subsection, we study the spaces $L^p_Q(\mathbb{R}^n)$ and $H^p_Q(\mathbb{R}^n)$ for all $p \in (0, \infty)$, which play
important roles in the notion of $h^p_L(\mathbb{R}^n)$. Recall that the space $L^p_Q(\mathbb{R}^n)$ was first introduced in [17],
and $H^p_Q(\mathbb{R}^n)$ is the Hardy space associated with the identity operator first appeared in [14].

We first recall the notion of unit cube structures on $\mathbb{R}^n$ from [17, Definition 4.1].

Definition 3.1 ([17]). Let $Q := \{Q_j\}_{j}$ be a countable collection of disjoint cubes that cover $\mathbb{R}^n$. The collection $Q$ is called an unit cube structure on $\mathbb{R}^n$ if there exist $\delta \in (0, 1]$ and a sequence $\{B_j\}_{j}$ of balls with radius $1$ such that $\delta B_j \subset Q_j \subset B_j$.

Remark 3.2. One of the typical examples of unit cube structures on $\mathbb{R}^n$ is the following family
of cubes $\{k/\sqrt{n} + [0, 1/\sqrt{n})^n\}_{k \in \mathbb{Z}^n}$.

The following notion of the space $L^p_Q(\mathbb{R}^n)$ was first introduced by Carbonaro et al. [17, Definition
4.3] when $p \in [1, \infty)$.

Definition 3.3 ([17]). Let $Q$ be a unit cube structure on $\mathbb{R}^n$. For all $p \in (0, \infty)$, the space $L^p_Q(\mathbb{R}^n)$
is defined as the collection of all measurable functions $f$ on $\mathbb{R}^n$ such that

$$
\|f\|_{L^p_Q(\mathbb{R}^n)} := \left\{ \sum_{Q_j \in Q} \|Q_j\|^{\frac{1}{2} - \frac{1}{p}} \|\chi_{Q_j} f\|_{L^2(\mathbb{R}^n)} \right\}^{1/p} < \infty.
$$

It follows from [17] that $L^p_Q(\mathbb{R}^n)$ is a quasi-Banach space, which is independent of the choice of
unit cube structures $Q$. For more details on $L^p_Q(\mathbb{R}^n)$, we refer the reader to [17, Section 4].

To obtain the atomic characterization of $L^p_Q(\mathbb{R}^n)$ with $p \in (0, 1]$, we first introduce the notion of
$L^p_Q(\mathbb{R}^n)$-atom, which when $p = 1$ was introduced by Carbonaro et al. [17, Definition 4.5].

Definition 3.4. Let $p \in (0, 1]$ and $B$ be a ball in $\mathbb{R}^n$ with its radius $r_B \geq 1$. A measurable function
$a$ on $\mathbb{R}^n$ is called an $L^p_Q(\mathbb{R}^n)$-atom associated with $B$, if $\text{supp } a \subset B$ and $\|a\|_{L^p(\mathbb{R}^n)} \leq |B|^{\frac{1}{2} - \frac{1}{p}}$.

Recall that the following atomic characterization of $L^p_Q(\mathbb{R}^n)$ when $p = 1$ was obtained in [17, Theorem 4.6].
Proposition 3.5. Let $p \in (0, 1]$.

(i) If $\{\lambda_j\}_j \in L^p$ and $\{a_j\}_j$ is a sequence of $L^p_{Q}(\mathbb{R}^n)$-atoms, then $\sum_j \lambda_j a_j$ converges in $L^p_{Q}(\mathbb{R}^n)$ and there exists a positive constant $C$, independent of $\{\lambda_j\}_j$ and $\{a_j\}_j$, such that

$$\left\| \sum_j \lambda_j a_j \right\|_{L^p_{Q}(\mathbb{R}^n)} \leq C \|\{\lambda_j\}_j\|_p .$$

(ii) If $f \in L^p_{Q}(\mathbb{R}^n)$, then there exist $\{\lambda_j\}_j \in L^p$ and a sequence $\{a_j\}_j$ of $L^p_{Q}(\mathbb{R}^n)$-atoms such that $f = \sum_j \lambda_j a_j$ in $L^p_{Q}(\mathbb{R}^n)$ and almost everywhere in $\mathbb{R}^n$. Moreover,

$$\|f\|_{L^p_{Q}(\mathbb{R}^n)} \sim \inf \left\{ \|\{\lambda_j\}_j\|_p : f = \sum_j \lambda_j a_j \right\} ,$$

where the infimum is taken over all the decompositions of $f$ as above.

(iii) For any $q \in (0, \infty)$, if $f \in L^p_{Q}(\mathbb{R}^n) \cap L^q_{Q}(\mathbb{R}^n)$, then the summation $f = \sum_j \lambda_j a_j$ in (i) and (ii) also converges in $L^q_{Q}(\mathbb{R}^n)$.

Proof. Notice first that the case when $p = 1$ of Proposition 3.5 has already been proved in [17, Theorem 4.6]. Thus, to finish the proof of Proposition 3.5, we only need to consider the case of $p \in (0, 1)$ by borrowing some ideas from [17].

We now first prove (i). Let $a$ be an $L^p_{Q}(\mathbb{R}^n)$-atom associated with the ball $B$. Let

$$Q_B := \{Q_j \in Q : Q_j \cap B \neq \emptyset \} .$$

From the facts that $B$ is bounded with its radius $r_B \geq 1$, $\{Q_j\}_j$ are disjoint and $l(Q_j) \sim 1$ for all $j$, we deduce that $|B| \sim \sum_{Q_j \in Q_B} |Q_j|$, which, combined with Hölder’s inequality and Definition 3.4, implies that

$$\|a\|_{L^p_{Q}(\mathbb{R}^n)} = \left[ \sum_{Q_j \in Q_B} |Q_j|^{\frac{p}{p+1}} \|\chi_{Q_j} a\|_{L^2(\mathbb{R}^n)}^p \right]^{1/p} \leq \left( \sum_{Q_j \in Q_B} |Q_j| \right)^{\frac{p}{p+1}} \left( \sum_{Q_j \in Q_B} \|\chi_{Q_j} a\|_{L^2(\mathbb{R}^n)}^2 \right)^{\frac{1}{2}} \lesssim 1 .$$

Thus, we conclude that (i) holds true.

We now turn to the proofs of (ii) and (iii). Let $f \in L^p_{Q}(\mathbb{R}^n)$. For each $Q_j \in Q$ and $\|\chi_{Q_j} f\|_{L^2(\mathbb{R}^n)} \neq 0$, let

$$a_j := \frac{\chi_{Q_j} f}{|Q_j|^{\frac{1}{2} - \frac{1}{p}}} \|\chi_{Q_j} f\|_{L^2(\mathbb{R}^n)}^{\frac{p}{2}} \quad \text{and} \quad \lambda_j := |Q_j|^{\frac{1}{2} - \frac{1}{p}} \|\chi_{Q_j} f\|_{L^2(\mathbb{R}^n)} ;$$

otherwise, let $a_j \equiv 0 \equiv \lambda_j$. Then it is easy to see that, for each $j$, $a_j$ is an $L^p_{Q}(\mathbb{R}^n)$-atom and

$$\left\{ \sum_j |\lambda_j|^p \right\}^{\frac{1}{p}} = \left\{ \sum_{Q_j \in Q} \left[ \|Q_j|^{\frac{1}{2} - \frac{1}{p}} \|\chi_{Q_j} f\|_{L^2(\mathbb{R}^n)} \right]^p \right\}^{\frac{1}{p}} = \|f\|_{L^p_{Q}(\mathbb{R}^n)} .$$

Moreover, from the disjointness of $\{Q_j\}_j$, we deduce that the summation $f = \sum_j \lambda_j a_j$ converges almost everywhere in $\mathbb{R}^n$, which, together with (i), implies (ii).
Now, we claim that, for any $q \in (0, \infty)$, if $f \in L^q_{\mathbb{Q}}(\mathbb{R}^n)$, then the above summation converges also in $L^q_{\mathbb{Q}}(\mathbb{R}^n)$. Indeed, letting $N \in \mathbb{N}$, from the fact that $f = \sum_j \lambda_j a_j$ converges almost everywhere in $\mathbb{R}^n$ and the disjointness of $\{Q_j\}_j$, we deduce that

$$
\left\| f - \sum_{j \leq N} \lambda_j a_j \right\|_{L^q_{\mathbb{Q}}(\mathbb{R}^n)} \leq \left\[ \sum_{Q_k \in \mathcal{Q}} |Q_k|^{\frac{2-q}{q}} \| \chi_{Q_k} \sum_{j=N+1}^{\infty} \lambda_j a_j \|_{L^q(\mathbb{R}^n)}^{q} \right\]^{1/q}.
$$

By letting $N \to \infty$, we see that the claim holds true, which immediately implies the validity of (iii) and hence completes the proof of Proposition 3.5.

**Remark 3.6.** From the proof of Proposition 3.5, we deduce that it is possible to require that the radii of the associated balls of the atoms in Proposition 3.5 equal to 1 (see also [17, Remark 4.7]).

Now, we introduce the notion of the Hardy space $H^p_I(\mathbb{R}^n)$ associated with the identity operator $I$. For all $f \in L^2(\mathbb{R}^n)$ and $x \in \mathbb{R}^n$, let $S_I(f)(x)$ be the square function defined by setting,

$$
S_I(f)(x) := \left[ \int_{\Gamma(x)} \left| t^{2m} e^{-t^2} f(y) \right|^2 \frac{dydt}{t^{m+1}} \right]^{1/2} = \left\{ \int_0^\infty \left[ \frac{1}{t^{m}} \int_{B(x,t)} |f(y)|^2 dy \right] t^{4m} e^{-2t^2} dt \right\}^{1/2}.
$$

**Definition 3.7.** Let $I$ be the identity operator. If $p \in (0, 2]$, then the Hardy space $H^p_I(\mathbb{R}^n)$ associated with $I$ is defined as the completion of the set

$$\left\{ f \in L^2(\mathbb{R}^n) : \|f\|_{H^p_I(\mathbb{R}^n)} := \|S_I(f)\|_{L^p(\mathbb{R}^n)} < \infty \right\}
$$

with respect to the quasi-norm $\| \cdot \|_{H^p_I(\mathbb{R}^n)}$.

If $p \in (2, \infty)$, the Hardy space $H^p_I(\mathbb{R}^n)$ associated with $I$ is defined as the dual space of the Hardy space $H^{p'}_I(\mathbb{R}^n)$, where $p' := \frac{p}{p-1} \in (1, 2)$ denotes the conjugate exponent of $p$.

Our main result of this subsection is the following proposition.

**Proposition 3.8.** For $p \in (0, \infty)$, $H^p_I(\mathbb{R}^n) = L^p_{\mathbb{Q}}(\mathbb{R}^n)$ with equivalent quasi-norms.

Before proving Proposition 3.8, we first make the following remarks on the Hardy space $H^p_I(\mathbb{R}^n)$.

**Remark 3.9.** (i) The space $H^p_I(\mathbb{R}^n)$ has appeared in [14, Remark 3.8].

(ii) It is easy to see that the identity operator $I$ satisfies the following assumptions:

(a) $I$ is one-to-one, nonnegative and self-adjoint in $L^2(\mathbb{R}^n)$;

(b) for all $1 \leq q \leq \infty$, the semigroup $\{e^{-tI}\}_{t \geq 0}$ satisfies the following off-diagonal estimates: for all $t \in (0, \infty)$, closed sets $E, F$ in $\mathbb{R}^n$ and $f \in L^q(\mathbb{R}^n)$ supported in $E$,

$$
\|e^{-tI}(f)\|_{L^q(F)} \leq \begin{cases} 0, & \text{when } d(E, F) > 0, \\
\left( e^{-t} \|f\|_{L^q(E)} \right)^{\frac{1}{q}}, & \text{when } d(E, F) = 0. 
\end{cases}
$$
In particular, $\{e^{-it}\}_{t \geq 0}$ satisfies the so-called Davies-Gaffney estimates as in [25, 41, 42, 43, 45]. Thus, by [41, Corollary 5.3] and [44, Theorem 5.1], we know that, for $p \in (0, 1]$, $H^p_f(\mathbb{R}^n)$ has the atomic and the molecular characterizations (see Definition 3.12 below for the notions of $H^p_f(\mathbb{R}^n)$-atoms and molecules).

(iii) Compared with the Davies-Gaffney estimates, the off-diagonal estimates (3.2) have many advantages. For example, the off-diagonal estimates in (3.3) vanish whenever $d(E, F) > 0$, which enable us to obtain some better norm estimates. For example, let $\sigma, \tau \in (0, \infty)$, $\mu \in (0, \pi/2)$ and

$$\Psi_{\sigma, \tau}(S^0_\mu) := \left\{ \psi : S^0_\mu \to \mathbb{C} : \psi \text{ is analytic and there exists a positive constant } C \right\}
$$

such that, for every $\xi \in S^0_\mu$, $|\psi(\xi)| \leq C \frac{|\xi|^\sigma}{1 + |\xi|^\sigma + \tau}$.

Assuming $\psi \in \Psi_{\sigma, \tau}(S^0_\mu)$ and

$$f \in H^\infty(S^0_\mu) := \{ \psi : S^0_\mu \to \mathbb{C} : \psi \text{ is bounded and analytic} \},$$

following the proof of [43, Lemma 2.28] with the Davies-Gaffney estimates used therein replaced by (3.2), we find that there exists a positive constant $C$ such that, for all $t \in (0, \infty)$, closed sets $E, F$ in $\mathbb{R}^n$ and $g \in L^2(\mathbb{R}^n)$ supported in $E$,

$$\left\| \psi(tI)f(I)(g) \right\|_{L^2(F)} \leq \begin{cases} 0, & \text{when } d(E, F) > 0, \\ C \left\| f \right\|_{L^\infty(S^0_\mu)} \left\| g \right\|_{L^2(E)}, & \text{when } d(E, F) = 0. \end{cases}$$

For all $\sigma_1, \sigma_2, \tau_1, \tau_2 \in (0, \infty)$ and $\mu \in (0, \pi/2)$, let $\psi \in \Psi_{\sigma_1, \tau_1}(S^0_\mu)$, $\tilde{\psi} \in \Psi_{\sigma_2, \tau_2}(S^0_\mu)$ and $f \in H^\infty(S^0_\mu)$. Following [43, (4.3)] (see also [16, (5.5)] for $m \geq 1$), the operator $Q^f$ is defined by setting

$$Q^f(F)(x, s) := \int_0^\infty \left( \psi(s^{2m}I)f(I)(\tilde{\psi}(t^{2m}I)(F(\cdot, t))) \right)(x) \frac{dt}{t},$$

where $x \in \mathbb{R}^n$, $s \in (0, \infty)$ and $F$ is in the tent space $T^2(\mathbb{R}^n_{+1})$ as in [22]. Using some arguments similar to those used in the proofs of [43, Proposition 4.4] and [16, (5.10)], we conclude that, for all $p \in (0, \infty)$ and $\sigma_1, \sigma_2, \tau_1, \tau_2 \in (0, \infty)$, $Q^f$ is bounded on the tent space $T^p(\mathbb{R}^n_{+1})$. Here, compared with [43, Proposition 4.4], we much enlarge the ranges of $\sigma_1, \sigma_2, \tau_1$ and $\tau_2$.

With the help of the boundedness of $Q^f$ on $T^p(\mathbb{R}^n_{+1})$, following the proof of [43, Proposition 4.9] (via the definition of $H^p_f(\mathbb{R}^n)$ and the Calderón reproducing formula), we see that, for all $\sigma, \tau \in (0, \infty)$, $\psi \in \Psi_{\sigma, \tau}(S^0_\mu)$ and $p \in (0, \infty)$, the operator $Q_{\psi, I}$ defined by setting, for all $t \in (0, \infty)$, $f \in L^2(\mathbb{R}^n)$ and $x \in \mathbb{R}^n$,

$$Q_{\psi, I}(f)(x, t) := \psi(t^{2m}I)(f)(x)$$

is bounded from $H^p_f(\mathbb{R}^n)$ to $T^p(\mathbb{R}^n_{+1})$ and the operator $\pi_{\psi, I}$ defined by setting, for all $F \in T^2(\mathbb{R}^n_{+1})$ and $x \in \mathbb{R}^n$,

$$\pi_{\psi, I}(F)(x) := \int_0^\infty \psi(t^{2m}I)(F(\cdot, t))(x) \frac{dt}{t}$$

is bounded from $T^p(\mathbb{R}^n_{+1})$ to $H^p_f(\mathbb{R}^n)$. 

Proposition 3.10. Let \( p \in (0, \infty) \) and \( I \) be the identity operator. For every \( f \in L^2(\mathbb{R}^n) \), let

\[
\|f\|_{\tilde{H}^p_I(\mathbb{R}^n)} := \|S_I(f)\|_{L^p(\mathbb{R}^n)},
\]

where \( S_I \) is as in (3.1). Then there exists a positive constant \( C \) such that, for all \( f \in L^2(\mathbb{R}^n) \),

\[
(3.5) \quad \frac{1}{C}\|f\|_{\tilde{H}^p_I(\mathbb{R}^n)} \leq \|f\|_{H^p_I(\mathbb{R}^n)} \leq C\|f\|_{H^p_I(\mathbb{R}^n)}.
\]

In particular, \( \| \cdot \|_{\tilde{H}^p_I(\mathbb{R}^n)} \) constitutes a quasi-norm in \( H^p_I(\mathbb{R}^n) \), which is equivalent to the quasi-norm \( \| \cdot \|_{H^p_I(\mathbb{R}^n)} \).

Proof. We prove this proposition by borrowing some ideas from the proof of [43, Corollary 4.17]. If \( p \in (0, 2] \), Proposition 3.10 is merely Definition 3.7. Thus, we only need to consider the case \( p \in (2, \infty) \). Indeed, let \( f \in L^2(\mathbb{R}^n) \). From Remark 3.9(iii) on the boundedness of the operator \( Q_{\psi, I} \) as in (3.4) from \( H^p_I(\mathbb{R}^n) \) to \( T^p(\mathbb{R}^{n+1}_+) \), we deduce that

\[
\|f\|_{\tilde{H}^p_I(\mathbb{R}^n)} = \|S_I(f)\|_{L^p(\mathbb{R}^n)} = \left\| t^{2m}e^{-t^{2m} I} f \right\|_{T^p(\mathbb{R}^{n+1}_+)} \lesssim \|f\|_{H^p_I(\mathbb{R}^n)},
\]

which proves the second inequality of (3.5).

To prove the first inequality of (3.5), using duality and the fact \( p := \frac{p}{p-1} \in (1, 2) \), we see that, for all \( g \in H^p_I(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \),

\[
\left| \int_{\mathbb{R}^n} f(x) g(x) \, dx \right| \lesssim \left| \int_{\mathbb{R}^n} \left( \int_0^\infty t^{2m}e^{-t^{2m} \frac{f(x)}{t}} \, dt \right) g(x) \, dx \right| \lesssim \|f\|_{\tilde{H}^p_I(\mathbb{R}^n)} \|g\|_{\tilde{H}^p_I(\mathbb{R}^n)} \lesssim \|f\|_{H^p_I(\mathbb{R}^n)} \|g\|_{H^p_I(\mathbb{R}^n)},
\]

which, together with the arbitrariness of \( g \), implies \( \|f\|_{H^p_I(\mathbb{R}^n)} \lesssim \|f\|_{\tilde{H}^p_I(\mathbb{R}^n)} \). Thus, (3.5) holds true.

To finish the proof of Proposition 3.10, it suffices to show that \( L^2(\mathbb{R}^n) \cap H^p_I(\mathbb{R}^n) \) is dense in \( H^p_I(\mathbb{R}^n) \) for \( p \in (2, \infty) \). Recall that the following Calderón reproducing formula

\[
(3.6) \quad f = C_{(m)} \int_0^\infty t^{4m}e^{-2t^{2m}} \frac{f}{t} \, dt
\]

holds true in \( L^2(\mathbb{R}^n) \) with \( C_{(m)} \) is a positive constant, depending on \( m \), such that

\[
C_{(m)} \int_0^\infty t^{4m}e^{-2t^{2m}} \, dt = 1.
\]

From Remark 3.9(iii) on the boundedness of \( Q_{\psi, I} \) and \( \pi_{\psi, I} \), respectively, from \( H^p_I(\mathbb{R}^n) \) to \( T^p(\mathbb{R}^{n+1}_+) \) and from \( T^p(\mathbb{R}^{n+1}_+) \) to \( H^p_I(\mathbb{R}^n) \), and the density of \( L^2(\mathbb{R}^n) \cap H^p_I(\mathbb{R}^n) \) in \( H^p_I(\mathbb{R}^n) \), we deduce that the Calderón reproducing formula (3.6) also holds true in \( H^p_I(\mathbb{R}^n) \). By duality, we conclude that (3.6) holds true in \( \tilde{H}^p_I(\mathbb{R}^n) \).

Moreover, let \( K \in \mathbb{N}, \chi_{U_K} \) be the characteristic function of the set

\[
U_K := \left\{ (x, t) \in \mathbb{R}^{n+1}_+ : |x| < K, \frac{1}{K} < t < K \right\}
\]
We prove this proposition by considering three cases on the size of \( p \). Since \( \alpha \) and \( \ell \), and, for all \( B = S(\ell, m) \in \mathcal{S} \cup \ell \), see Definitions 4.2 and 4.3.]

Proof of Proposition 3.8.\( \square \)

Proposition 3.11.\( \square \)

Proposition 3.11. (i) Let \( p \in (1, \infty) \). Then \( H^p_\ell(\mathbb{R}^n) \) is a retract of the tent space \( T^p(\mathbb{R}^n) \), where \( p' := \frac{p}{p - 1} \) is the conjugate exponent of \( p \).

(ii) Let \( 0 < p_1 < p_2 < \infty \), \( \theta \in (0, 1) \) and \( p \in (0, \infty) \) satisfy \( \frac{1}{p} = \frac{1 - \theta}{p_1} + \frac{\theta}{p_2} \). Then

\[
[H^p_\ell(\mathbb{R}^n), H^{p_2}_\ell(\mathbb{R}^n)]_\theta = H^p_\ell(\mathbb{R}^n).
\]

Proof. (i) follows from Definition 3.7. The proof of (ii) is similar to that of [43, Lemma 4.2.9], since \( H^p_\ell \) is a retract of the tent space \( T^p(\mathbb{R}^n) \), the details being omitted. This finishes the proof of Proposition 3.11.\( \square \)

We now establish the relation between \( H^p_\ell(\mathbb{R}^n) \) and \( L^p_Q(\mathbb{R}^n) \). To this end, we need the following notions of \( (p, 2, m) \)-atoms and \( (p, 2, m) \)-molecules based on [41, Definitions 2.1 and 2.3] and [44, Definitions 4.2 and 4.3].

Definition 3.12. Let \( p \in (0, 1], M \in \mathbb{N} \) and \( B := B(x_B, r_B) \) with \( x_B \in \mathbb{R}^n \) and \( r_B \in (0, \infty) \) be a ball in \( \mathbb{R}^n \). A function \( \alpha \in L^2(\mathbb{R}^n) \) is called a \( (p, 2, M) \)-atom associated with \( B \) if \( \text{supp} \alpha \subset B \) and, for all \( \ell \in \{0, \ldots, M\} \), \( \|r_B^{-2m\ell} \alpha\|^2_{L^2(\mathbb{R}^n)} \leq |B|^{\frac{1}{p} - \frac{1}{\ell}} \).

For all \( \epsilon \in (0, \infty) \), a function \( \alpha \in L^2(\mathbb{R}^n) \) is called a \( (p, 2, M, \epsilon) \)-molecule associated with \( B \) if, for each \( \ell \in \{0, \ldots, M\} \) and \( i \in \mathbb{Z}_+ \), \( \|r_B^{-2m\ell} \alpha\|^2_{L^2(\mathbb{R}^n)} \leq 2^{-|\epsilon|}|B|^{\frac{1}{p} - \frac{1}{\ell}} \), where, for all \( i \in \mathbb{N} \), \( S_i(B) := 2^i B \setminus 2^{i-1} B \) and \( S_0(B) := B \).

From their size conditions, we deduce that, for each \( H^p_\ell(\mathbb{R}^n) \)-atom or molecule, the radius \( r_B \) of the associated ball \( B \) satisfies \( r_B \geq 1 \) when \( M \) is large enough.

Remark 3.13. Since \( I \) is a one-to-one operator of type \( \omega \in (0, \pi/2) \) having a bounded \( H^\infty \) functional calculus and satisfying the Davies-Gaffney estimates as in (2.8) with \( \kappa = 0 \), by [16, Theorem 4.5], we know that, for all \( p \in (0, 1], H^p_\ell(\mathbb{R}^n) \) can be characterized by the molecules defined as in Definition 3.12.

Moreover, since, for all \( p \in (0, 1], M \in \mathbb{N} \) and \( \epsilon \in (0, \infty) \), it is easy to see that, for any \( j \in \mathbb{Z}_+ \) and \( (p, 2, M, \epsilon) \)-molecule \( \alpha \) associated with a ball \( B, 2^j \chi_{S_j(B)} \alpha \) is a \( (p, 2, M \ell) \)-atom associated with the ball \( 2^j B, \) where \( S_0(B) := B \) and, for all \( j \in \mathbb{N}, S_j(B) := 2^j B \setminus 2^{j-1} B \). Thus, \( H^p_\ell(\mathbb{R}^n) \) can be characterized by the atoms defined as in Definition 3.12.

We now turn to the proof of Proposition 3.8.

Proof of Proposition 3.8. We prove this proposition by considering three cases on the size of \( p \). if \( p \in [0, 1] \), from Definitions 3.4 and 3.12, we deduce that each \( H^p_\ell(\mathbb{R}^n) \)-atom is an \( L^p_Q(\mathbb{R}^n) \)-atom, which, together with Proposition 3.5 and Remark 3.9(ii), implies that \( H^p_\ell(\mathbb{R}^n) \subset L^p_Q(\mathbb{R}^n) \).

On the other hand, observe that each \( L^p_Q(\mathbb{R}^m) \)-atom, with the radius of the associated ball equal to 1, is also an \( H^p_\ell(\mathbb{R}^m) \)-atom. Let \( f \in L^p_Q(\mathbb{R}^m) \). By Proposition 3.5 and Remark 3.6, we know that
Let $f$ have an $L^p_{\mathbb{R}}(\mathbb{R}^n)$-atomic decomposition with the radii of the associated balls equaling to 1, which, together with Proposition 3.5 and Remark 3.9(ii), implies that $L^p_{Q}(\mathbb{R}^n) \subset H^p_{\mathbb{R}}(\mathbb{R}^n)$. This proves Proposition 3.8 for $p \in (0, 1]$.

If $p \in (1, 2]$, by [17, Proposition 4.4] and [14, Proposition 3.9], we know that $H^1_{\mathbb{R}}(\mathbb{R}^n) = L^2(\mathbb{R}^n) = L^2_{Q}(\mathbb{R}^n)$, which, together with the fact $H^{1}_{\mathbb{R}}(\mathbb{R}^n) = L^2_{Q}(\mathbb{R}^n)$, Proposition 3.11(ii) and the complex interpolation of $L^p_{Q}(\mathbb{R}^n)$ (see [17, Theorem 4.10]), implies that, for all $p \in (1, 2]$, $H^p_{\mathbb{R}}(\mathbb{R}^n) = L^p_{Q}(\mathbb{R}^n)$.

The case $p \in (2, \infty)$ follows immediately from Proposition 3.11(i) and the duality of $L^p_{Q}(\mathbb{R}^n)$ (see [17, Theorem 4.8]). This finishes the proof of Proposition 3.8.

### 3.2 The local Hardy space $h^p_{\mathbb{R}}(\mathbb{R}^n)$ associated with $L$

In this subsection, let $L$ be the inhomogeneous higher order elliptic operator in divergence form as in (1.1) and satisfy the Weak ellipticity condition $(\mathcal{E})$. We introduce the local Hardy space $h^p_{\mathbb{R}}(\mathbb{R}^n)$ associated with $L$. As was stated in the introduction, since $L$ is inhomogeneous, it is natural to consider the local Hardy space associated with $L$. We refer the reader to [38, 55, 17, 28, 13, 56, 57, 39] and the references cited therein for more related properties about some other local Hardy spaces.

**Definition 3.14.** Let $L$ be an inhomogeneous higher order elliptic operator as in (1.1) satisfying the Weak ellipticity condition $(\mathcal{E})$ and $\delta_0 \in [0, \infty)$ as in (2.7). For all $p \in (0, 2]$, the **local Hardy space** $h^p_{\mathbb{R}}(\mathbb{R}^n)$ associated with $L$ is defined as the completion of the space

$$
\left\{ f \in L^2(\mathbb{R}^n) : \|f\|_{h^p_{\mathbb{R}}(\mathbb{R}^n)} := \|S_{L, \delta_0}(f)\|_{L^p(\mathbb{R}^n)} + \|S_{L, \delta_0, \text{loc}}(f)\|_{L^p(\mathbb{R}^n)} + \|e^{-L}(f)\|_{L^p(\mathbb{R}^n)} < \infty \right\}
$$

with respect to the quasi-norm $\| \cdot \|_{h^p_{\mathbb{R}}(\mathbb{R}^n)}$, where $L^p_{Q}(\mathbb{R}^n)$ is as in Definition 3.3 and, for all $f \in L^2(\mathbb{R}^n)$ and $x \in \mathbb{R}^n$, the **local square function** $S_{L, \delta_0}(f)$ is defined by setting

$$
S_{L, \delta_0, \text{loc}}(f)(x) := \left[ \int_0^1 \int_{|y-x|<t} \left| t^{2m} e^{-t^{2m} L}(f)(y) \right|^2 \frac{dy \, dt}{\pi^{n+1}} \right]^{1/2}
$$

and the **local square function** $S_{L, s_0, \text{loc}}(f)$ by setting

$$
S_{L, s_0, \text{loc}}(f)(x) := \left[ \int_0^1 \int_{|y-x|<t} \left| t^{2m} e^{-t^{2m} L}(f)(y) \right|^2 \frac{dy \, dt}{\pi^{n+1}} \right]^{1/2}.
$$

For $p \in (2, \infty)$, $h^p_{\mathbb{R}}(\mathbb{R}^n)$ is defined as the dual space of $h^{p'}_{\mathbb{R}}(\mathbb{R}^n)$, where $L^*$ denotes the adjoint operator of $L$ in $L^2(\mathbb{R}^n)$ and $p' := \frac{p}{p-1}$ the conjugate exponent of $p$.

Observe that, if $L$ satisfies the Ellipticity condition $(\mathcal{E})$, then $L$ has a bounded functional calculus in $L^2(\mathbb{R}^n)$. Thus, in this case, we can choose $\delta_0 \equiv 0$ in (2.7) (see (2.6) and the arguments above Proposition 2.2) and hence $S_{L, \delta_0, \text{loc}}(f) \equiv 0$.

**Remark 3.15.** (i) We point out that, in the above definition of $h^p_{\mathbb{R}}(\mathbb{R}^n)$, the space $L^p_{Q}(\mathbb{R}^n)$ can be replaced by $H^p_{\mathbb{R}}(\mathbb{R}^n)$ defined as in Definition 3.7, since the two spaces coincide with each other for all $p \in (0, \infty)$.

(ii) We also point out that the local operator-adapted Hardy spaces have appeared before; see [46] in the case when the considered operator $L$ satisfies the Poisson estimates and [39] when $L$ is self-adjoint and satisfies the 2-order Gaussian estimates; in both cases, the authors defined the local Hardy space $h^{1}_{\mathbb{R}}(\mathbb{R}^n)$ via the norm $\|f\|_{h^{1}_{\mathbb{R}}(\mathbb{R}^n)} := \|f\|_{L^1(\mathbb{R}^n)} + \|S_{L, \delta_0, \text{loc}}(f)\|_{L^1(\mathbb{R}^n)}$, where $S_{L, \delta_0, \text{loc}}(f)$ is
as in (3.7). Comparing the three terms in the quasi-norm of Definition 3.14, \( \|f\|_{h^p_{\Delta}(\mathbb{R}^n)} \) has only two terms. The main reason of this difference is that, since \( L \) in [46, 39] is self-adjoint, so one can do the functional calculus on \( L \) itself, while, in the present case, we have to do the functional calculus on the operator \( L + \delta_0 \), which leads to the term \( \|S_{L, \delta_0, \text{loc}}(f)\|_{L^p(\mathbb{R}^n)} \) (see the proof of Theorem 3.18 for more details). Moreover, recalling in [46, 39], to obtain the local molecular characterization of \( h^p_{\Delta}(\mathbb{R}^n) \), by the local Calderón formula (see also (3.12) for a variant of the local Calderón formula), one was reduced to establishing an \( L^1 - L^2 \) off-diagonal estimates for \( e^{-L} \) (see, for example, the proof of [46, Lemma 3.3]). This holds true when \( L \) has pointwise estimates of the associated heat kernel, but may not hold true for general operators or the case \( p \in (0, 1) \). Thus, instead of the term \( \|f\|_{L^1(\mathbb{R}^n)} \), we use the term \( \|e^{-L}(f)\|_{L^p(\mathbb{R}^n)} \). Recall also that, in [17], the space \( L^p(\mathbb{R}^n) \) was first introduced to define the local Hardy spaces of differential forms on Riemannian manifolds.

(iii) Let \( C_1 \in \mathbb{R} \) and \( -\Delta \) be the Laplace operator. Observe that \( -\Delta + C_1 I \) is a special example of the inhomogeneous elliptic operator as in (1.1) and satisfies the Weak ellipticity condition \( (\tilde{E}) \). For all \( p \in (0, \infty) \), let \( H^p_{-\Delta + C_1 I}(\mathbb{R}^n) \) be the local Hardy space defined as in Definition 3.14. From the fact that, for all \( C \in [0, \infty) \), \( \{e^{\Delta(\Delta-C_1)}\}_{\ell>0} \) satisfies the off-diagonal estimates as in (2.18) and Theorem 4.8 below, we deduce that, for all \( C_2 \in (\max\{0, C_1\}, \infty) \) and \( p \in (0, \infty) \),

\[
H^p_{-\Delta + C_1 I}(\mathbb{R}^n) = H^p_{-\Delta + C_2 I}(\mathbb{R}^n),
\]

where \( H^p_{-\Delta + C_2 I}(\mathbb{R}^n) \) denotes the Hardy space associated with the Schrödinger operator \( -\Delta + C_2 I \) (see also Definition 4.1 below). Recall that this kind of Hardy spaces was first introduced by Dziubański and Zienkiewicz [33, 34]. From the atomic characterization, the interpolation and the duality of both \( h^p(\mathbb{R}^n) \) and \( H^p_{-\Delta + C_2 I}(\mathbb{R}^n) \) (see [34, 38] and Theorem 3.31 below), we deduce that, for all \( p \in (0, \infty) \), \( H^p_{-\Delta + C_1 I}(\mathbb{R}^n) = h^p(\mathbb{R}^n) \), where \( h^p(\mathbb{R}^n) \) is the classical local Hardy space introduced by Goldberg [38]. Thus, for all \( C_1 \in \mathbb{R} \) and \( p \in (0, \infty) \), \( H^p_{-\Delta + C_1 I}(\mathbb{R}^n) = h^p(\mathbb{R}^n) \), which implies that our local Hardy space \( h^p_{\Delta}(\mathbb{R}^n) \) defined as in Definition 3.14 goes back to the classical local Hardy space when \( L \equiv -\Delta + C_1 I \) for all \( C_1 \in \mathbb{R} \).

We now establish the local molecular characterization of \( h^p_{\Delta}(\mathbb{R}^n) \) for \( p \in (0, 1] \).

**Definition 3.16.** Let \( p \in (0, 1] \), \( L \) be an inhomogeneous higher order elliptic operator as in (1.1) and satisfy the Weak ellipticity condition \( (\tilde{E}) \), and let \( B := B(x_B, r_B) \) with \( x_B \in \mathbb{R}^n \) and \( r_B \in (0, \infty) \) be a ball in \( \mathbb{R}^n \). For all \( M \in \mathbb{N} \) and \( \epsilon \in (0, \infty) \), a function \( \alpha \in L^2(\mathbb{R}^n) \) is called a local \((p, 2, M, \epsilon)\)-molecule associated with \( B \) if, for each \( \ell \in \{0, \ldots, M\} \), \( \alpha \) belongs to the range of \( L^\ell \) in \( L^2(\mathbb{R}^n) \). Moreover,

(i) when \( r_B \geq 1 \), for all \( \ell \in \mathbb{Z}_+ \), \( \|\alpha\|_{L^2(B_\ell)} \leq 2^{-\epsilon\|2^\ell B\|^{\frac{1}{2}}}; \)

(ii) when \( r_B < 1 \), for all \( \ell \in \{0, \ldots, M\} \) and \( \ell \in \mathbb{Z}_+ \),

\[
\left\| \left( r_B^{2^\ell B} L \right)^{-\ell} \alpha \right\|_{L^2(B_{\ell})} \leq 2^{-\epsilon\|2^\ell B\|^{\frac{1}{2}}}. \tag{3.8}
\]

Assume that \( \{\alpha_j\}_{j \in \mathbb{N}} \) is a sequence of local \((p, 2, M, \epsilon)\)-molecules and \( \{\lambda_j\}_{j \in \mathbb{N}} \in l^p \). For any \( f \in L^2(\mathbb{R}^n) \), if \( f = \sum_{j \in \mathbb{N}} \lambda_j \alpha_j \) holds true in \( L^2(\mathbb{R}^n) \), then \( \sum_{j \in \mathbb{N}} \lambda_j \alpha_j \) is called a local molecular \((p, 2, M, \epsilon)\)-representation of \( f \).

**Definition 3.17.** Let \( p \in (0, 1] \), \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \( (\tilde{E}) \), and let \( M \in \mathbb{N} \) and \( \epsilon \in (0, \infty) \). The local molecular Hardy space \( h^p_{\text{mol}, M, \epsilon}(\mathbb{R}^n) \) is defined as the completion of the space

\[
\hat{h}^p_{\text{mol}, M, \epsilon}(\mathbb{R}^n) := \{ f : f \text{ has a local molecular } (p, 2, M, \epsilon)\text{-representation} \}.\]
with respect to the quasi-norm
\[ \|f\|_{h^p_{L,\text{mol},M,\epsilon}(\mathbb{R}^n)} := \inf \left\{ \|\{\lambda_j\}_{j \in \mathbb{N}}\|_{\ell^p} : \sum_{j \in \mathbb{N}} \lambda_j \alpha_j \text{ is a local molecular } \right\}, \]

where the infimum is taken over all the local molecular \((p, 2, M, \epsilon)_{L}\)-representations of \(f\) as above.

To simplify the notation, we sometimes write \(h^p_{L,\text{mol}}(\mathbb{R}^n)\) instead of \(h^p_{L,\text{mol},M,\epsilon}(\mathbb{R}^n)\), when there exists no confusion.

**Theorem 3.18.** Let \(p \in (0, 1]\), \(L\) be as in (1.1) and satisfy the Weak ellipticity condition \((\mathcal{E})\), and let \(\epsilon \in (0, \infty)\) and \(M \in \mathbb{N}\) satisfy \(M > \frac{n}{2m}(1 - \frac{1}{p})\). Then \(h^p_{L}(\mathbb{R}^n) = h^p_{L,\text{mol},M,\epsilon}(\mathbb{R}^n)\) with equivalent quasi-norms.

To prove Theorem 3.18, we need some basic results on the local tent space \(t^p(\mathbb{R}^n \times (0, 1])\) for \(p \in (0, \infty)\).

**Definition 3.19** ([17]). Let \(p \in (0, \infty)\). The local tent space \(t^p(\mathbb{R}^n \times (0, 1])\) is defined as the collection
\[ \left\{ F : \mathbb{R}^n \times (0, 1] \to \mathbb{C} : \|F\|_{t^p(\mathbb{R}^n \times (0, 1])} := \|A_{\text{loc}}(F)\|_{L^p(\mathbb{R}^n)} < \infty \right\}, \]
where, for all measurable functions \(F\) defined on \(\mathbb{R}^n \times (0, 1]\) and \(x \in \mathbb{R}^n\), its local \(A\)-functional \(A_{\text{loc}}(F)\) is defined by setting
\[ A_{\text{loc}}(F)(x) := \left( \iint_{\Gamma_{\text{loc}}(x)} |F(y, t)|^2 \frac{dy dt}{t^{n+1}} \right)^{1/2} \]
with
\[ (3.9) \quad \Gamma_{\text{loc}}(x) := \{(y, t) \in \mathbb{R}^n \times (0, 1] : |y - x| < t\} \]
being the truncated cone with vertex \(x\).

For \(p \in (0, 1]\), \(t^p(\mathbb{R}^n \times (0, 1])\) can be characterized by the local tent atoms.

**Definition 3.20.** Let \(p \in (0, 1]\) and \(B\) be a ball in \(\mathbb{R}^n\). A function \(A\) on \(\mathbb{R}^n \times (0, 1]\) is called a \((t^p, 2)\)-atom associated with \(B\), if
\begin{enumerate}
  \item \(\text{supp } A \subset T_{\text{loc}}(B)\), where, for any measurable set \(E\), the local tent over \(E\), \(T_{\text{loc}}(E)\), is defined by \(T_{\text{loc}}(E) := \{(x, t) \in \mathbb{R}^n \times (0, 1] : d(x, E^c) \geq t\}\);
  \item \(\left\{ \iint_{\mathbb{R}^n_{+1}} |A(y, t)|^2 \frac{dy dt}{t} \right\}^{1/2} \leq |B|^\frac{1}{2} - \frac{1}{p} \).
\end{enumerate}

The following local atomic decomposition of \(t^p(\mathbb{R}^n \times (0, 1])\) was first proved in [17, Theorem 3.6] for \(p = 1\), which can be extended to the case \(p \in (0, 1]\) with some minor modifications in the proof of [17, Theorem 3.6].
Proposition 3.21 ([17]). Let $p \in (0, 1]$. Then, for all $F \in \ell^p(R^n \times (0, 1])$, there exist sequences $\{\lambda_j\}_j$ of complex numbers, $\{B_j\}_j$ of balls and $\{A_j\}_j$ of $(L, 2)$-atoms associated, respectively, to $\{B_j\}_j$ such that, for almost every $(x, t) \in R^n \times (0, 1]$,

\begin{equation}
F(x, t) = \sum_j \lambda_j A_j(x, t)
\end{equation}

and $\sum_j |\lambda_j|^p \sim \|F\|_p^{p \to [0, 1]}$, where the implicit equivalent positive constants depend only on $n$. Moreover, if $F \in \ell^p(R^n \times (0, 1]) \cap \ell^2(R^n \times (0, 1])$, the decomposition in (3.10) also converges in $\ell^2(R^n \times (0, 1])$.

Let $M \in \mathbb{N}$. For all $F \in \ell^2(R^n \times (0, 1])$, $k \in \mathbb{N}$ and $x \in R^n$, the local projection operator $\pi_{M,k,L}^{loc}$ is defined by

\[
\pi_{M,k,L}^{loc}(F)(x) := \int_0^1 \left( t^{2m} \right)^{M+1} \left( t^{2m} \delta_0 \right)^k e^{-t^{2m}(L+\delta_0)} (F(\cdot, t))(x) \frac{dt}{t},
\]

where $\delta_0 \in (0, \infty)$ is the same as in (2.7).

Proposition 3.22. Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition (\(\mathcal{E}\)), and let $p \in (0, 1]$, $\epsilon \in (0, \infty)$ and $M_0, k \in \mathbb{N}$. Then, for each $M \in \{M_0, M_0 + 1, \ldots\}$ and $(p, 2)$-atom $A$, associated with the ball $B$, $\pi_{M,k,L}^{loc}(A)$ is a local $(p, M_0, k, L)$-molecule associated with $B$, up to a harmless positive constant multiple. Moreover, $\pi_{M,k,L}^{loc}$ can be extended to a bounded linear operator from $\ell^p(R^n \times (0, 1])$ to $h^p_{L, mol, M_0, \epsilon}(R^n)$.

Proof. We first claim that, to prove this proposition, we only need to consider the operator $\pi_{M,1,L}^{loc}$. Indeed, if this proposition holds true for $\pi_{M,1,L}^{loc}$, then, for any $k \in \mathbb{N}$, observing the fact that there exists a positive constant $C$ such that, for all $F \in \ell^2(R^n \times (0, 1])$ and $x \in R^n$

\[
|\pi_{M,k,L}^{loc}(F)(x)| \leq C |\pi_{M,1,L}^{loc}(F)(x)|,
\]

we see that all the estimates concerning $\pi_{M,k,L}^{loc}$ can be reduced to those concerning $\pi_{M,1,L}^{loc}$. This shows that the above claim holds true.

Now, let $A$ be a $(p, 2)$-atom associated with $B$ and $\alpha := \pi_{M,1,L}^{loc}(A)$. We now prove that $\alpha$ is a local $(p, M_0, M_0, \epsilon)_L$-molecule, up to a harmless positive constant multiple, by considering the following two cases.

If $j \in \{3, 4, \ldots\}$, then, for all $g \in L^2(R^n)$ satisfying $\sup g \in S_j(B)$ and $\|g\|_{L^2(R^n)} \leq 1$, by duality, Hölder's inequality, Proposition 3.20 and Proposition 3.10 (with $L$ replaced by its adjoint operator $L^*$), we conclude that there exists a sufficiently large constant $\mu$ such that, for all $\ell \in \{0, \ldots, M_0\}$,
We point out that, from the proof of Proposition 3.22, we actually deduce that
\[ \|g\|_{L^2(\mathbb{R}^n)} \lesssim 2^{-j\mu}2^k|B|^\frac{k}{2} \]
which, together with the arbitrariness of \( g \), implies that, for all \( \ell \in \{0, \ldots, M_0\} \) and \( j \in \{3, 4, \ldots\} \),
\[ \|r_B^{2m}L\|_{L^2(S_j(0))} \lesssim 2^{-j\mu}2^k|B|^\frac{k}{2} \]

The proof for the case when \( j \in \{0, 1, 2\} \) is similar, we only need to replace Proposition 2.10, used in the case \( j \geq 3 \), by the following local quadratic estimates
\[
\left\{ \int_0^1 \int_{\mathbb{R}^n} \left| (t^{2m}L^*)^{M+1-\ell}(t^{2m}\delta_0) e^{-t^{2m}(L^*+\delta_0)}(g)(x) \right|^2 \frac{dx dt}{t} \right\}^{1/2} \lesssim \|g\|_{L^2(\mathbb{R}^n)},
\]
which follows immediately from the corresponding quadratic estimates of the operators \( L^*+\delta_0I \) and \( \delta_0I \) (see (2.26) below for a similar argument). Thus, \( \alpha \) is a local \( (p, 2, M_0, \epsilon) \)-molecule associated with \( B \), up to a harmless constant positive multiple, which completes the proof of Proposition 3.22.

**Remark 3.23.** We point out that, from the proof of Proposition 3.22, we actually deduce that \( \pi_{BC,M,k,L} \) maps each \( (p, 2) \)-atom to a “global” \( (p, 2, M_0, \epsilon) \)-molecule up to a harmless positive constant multiple, namely, (3.8) always holds true despite the size of the associated ball of the molecule.

We now turn to the proof of Theorem 3.18.

**Proof of Theorem 3.18.** We prove this theorem by showing that
\[
(h^p_{L_k}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)) = \left( h^p_{L_k, \text{mol}, \epsilon}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \right)
\]
with equivalent quasi-norms. We first prove that
\[
(h^p_{L_k}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)) \subset \left( h^p_{L, \text{mol}, \epsilon}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \right).
\]
Let \( \delta_0 \in (0, \infty) \) be as in (2.7). From the Weak ellipticity condition \( \tilde{E} \), it follows that \( L + \delta_0 \) is an operator of type \( \omega \) in \( L^2(\mathbb{R}^n) \) for some \( \omega \in [0, \pi/2) \). Moreover, \( L + \delta_0 \) has a bounded \( H_\infty \) functional calculus in \( L^2(\mathbb{R}^n) \).

Now, let \( \tilde{C} \) and \( C_{(k)} \) be the constants such that
\[
1 = \tilde{C} \int_0^1 (t^{2m}z)^{2(M+1)}e^{-2t^{2m}z} \frac{dt}{t} + \sum_{k=0}^{2(M+1)} C_{(k)} z^k e^{-2z}
\]
for all \( z \in \mathbb{C} \) satisfying \( \Re z > 0 \). The following local Calderón reproducing formula
\[
f = \tilde{C} \int_0^1 [t^{2m}(L + \delta_0)]^{2(M+1)}e^{-2t^{2m}(L+\delta_0)}(f) \frac{dt}{t} + \sum_{k=0}^{2(M+1)} C_{(k)}(L + \delta_0)^k e^{-2(L+\delta_0)}(f)
\]
for all \( f \in L^2(\mathbb{R}^n) \).
holds true for all $f \in L^2(\mathbb{R}^n)$, where $\widetilde{C}$ and $C_{(i)}$ are the same as in (3.12) and $\tilde{C}_{(j)}$ is a positive constant depending on $j$ (see also [46, (3.11)] and [28, Lemma 3.9] for some other Calderón reproducing formulae of similar nature).

Now, let $f \in h^p_r(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$. Using (3.13), we write $f := f_1 + f_2 + f_3$ in $L^2(\mathbb{R}^n)$.

To estimate $f_1$, since $f \in h^p_r(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$, using the fact that, for all $t \in (0, \infty)$, $e^{-t^2m_0} \leq 1$, Definition 3.14 and some local quadratic estimates as in (3.11) via replacing

$$(t^{2m}L)^{M+1-\ell} \left( t^{2m} \delta_0 \right) e^{-t^{2m}(L^*+\delta_0)}$$

by $(t^{2m})^j(t^{2m} \delta_0)^{2(M+1)-j}e^{-t^{2m}(L+\delta_0)}$, we know that

$$\int_0^1 (t^{2m}L)^{j-1} \left( t^{2m} \delta_0 \right)^{2(M+1)-j} e^{-t^{2m}(L+\delta_0)} \left( \int_0^1 \left( t^{2m}L \right)^{j-1} \left( t^{2m} \delta_0 \right)^{2(M+1)-j} e^{-t^{2m}(L+\delta_0)} (A_{il}) \frac{dt}{t} \right) =: \sum \alpha_t \lambda_t$$

where, for each $l$, $\alpha_t$ is a local $(p, 2, M, \epsilon)_L$-molecule and hence

$$\|f_1\|_{h^p_r(\mathbb{R}^n)} \lesssim \left\| \{ \lambda_t \} \right\|_p \lesssim \left\| t^{2m}L e^{-t^{2m}(L+\delta_0)} \right\|_{L^p(\mathbb{R}^n \times (0, 1))} \lesssim \|f\|_{h^p_r(\mathbb{R}^n)}.$$  

To estimate $f_2$, since $f \in h^p_r(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$, we know that, for all $t \in (0, 1)$,

$$t^{2m} \delta_0 e^{-t^{2m}(L+\delta_0)} (f) \in L^p(\mathbb{R}^n \times (0, 1)) \cap L^2(\mathbb{R}^n \times (0, 1)).$$

This, combined with Proposition 3.21, implies that there exist $\{\lambda_t\}_l$ and a sequence $\{A_{il}\}_l$ of $(p, 2)$-atoms such that

$$\int_0^1 \left( t^{2m}L \right)^{j-1} \left( t^{2m} \delta_0 \right)^{2(M+1)-j} e^{-t^{2m}(L+\delta_0)} (A_{il}) \frac{dt}{t} := \sum \lambda_t \alpha_t,$$

Thus, we have

$$f_2 = \sum_{0 \leq j \leq M+1} \tilde{C}_{(j)} \int_0^1 \left( t^{2m}L \right)^{j} \left( t^{2m} \delta_0 \right)^{2(M+1)-j} e^{-t^{2m}(L+\delta_0)} (f) \frac{dt}{t}$$

$$= \sum_{0 \leq j \leq M+1} \tilde{C}_{(j)} \sum_{i \in \mathcal{I}_t} \lambda_{t} \int_0^1 \left( t^{2m}L \right)^{j} \left( t^{2m} \delta_0 \right)^{2(M+1)-j-1} e^{-t^{2m}(L+\delta_0)} (\tilde{A}_i) \frac{dt}{t}$$

holds true in $L^2(\mathbb{R}^n)$.

Now, let $\tilde{A}$ be a $(p, 2)$-atom associated with $B := B(x_B, r_B)$ for some $x_B \in \mathbb{R}^n$ and $r_B \in (0, \infty)$, $j \in \{0, \ldots, M+1\}$ and

$$\alpha_j := \int_0^1 \left( t^{2m}L \right)^{j} \left( t^{2m} \delta_0 \right)^{2(M+1)-j-1} e^{-t^{2m}(L+\delta_0)} (A(\cdot, t))(x) \frac{dt}{t}.$$
We estimate \( \alpha_j \) based on two cases on the size of \( r_B \).

If \( r_B \geq 1 \), then, for all \( l \in \mathbb{Z}_+ \), let \( g \in L^2(\mathbb{R}^n) \) satisfy \( \text{supp} \, g \subset S_l(B) \) and \( \|g\|_{L^2(\mathbb{R}^n)} \leq 1 \). By duality, Hölder’s inequality and Proposition 2.10, we see that there exists a sufficiently large positive constant \( \eta \) such that

\[
\left| \int_{\mathbb{R}^n} \alpha_j(x) \overline{g(x)} \, dx \right| = \left| \int_0^1 \int_{\mathbb{R}^n} A(x, t)(t^{2m}L^*)^j (t^{2m} \delta_0)^{2(M+1)j-1} e^{-t^{2m}(L^*+\delta_0)}(g)(x) \, dx \, dt \right| \\
\leq \left\{ \int_0^1 \int_{\mathbb{R}^n} |A(x, t)|^2 \, dx \, dt \right\}^{\frac{1}{2}} \\
\times \left\{ \int_0^1 \left| (t^{2m}L^*)^j (t^{2m} \delta_0)^{M+1-j} e^{-t^{2m}(L^*+\delta_0)}(g)(x) \right|^2 \, dx \, dt \right\}^{\frac{1}{2}} \\
\leq |B|^{\frac{1}{2} - \frac{\eta}{2}} \left\{ \int_0^1 \exp \left\{ -C|d(B, S_l(B))|^{2m/(2m-1)} \right\} \, dt \right\}^{\frac{1}{2}} \|g\|_{L^2(\mathbb{R}^n)} \lesssim 2^{-l\eta} .
\]

This shows that \( \alpha_j \) is a local \((p, 2, M, \epsilon)_L\)-molecule associated with \( B \), up to a harmless positive constant multiple.

If \( r_B < 1 \), let \( B^*: = B(x_B, 1) \). Then, for all \( l \in \mathbb{Z}_+ \) and \( g \in L^2(\mathbb{R}^n) \) satisfying \( \text{supp} \, g \subset S_l(B^*) \), and \( \|g\|_{L^2(\mathbb{R}^n)} \leq 1 \), by an argument similar to that used in the proof for the case \( r_B \geq 1 \) and the assumption that \( M > \frac{3}{2m} \left( \frac{1}{p} - \frac{1}{2} \right) \), we conclude that

\[
\left| \int_{\mathbb{R}^n} \alpha_j(x) \overline{g(x)} \, dx \right| = \left| \int_0^1 \int_{\mathbb{R}^n} A(x, t)(t^{2m}L^*)^j (t^{2m} \delta_0)^{2(M+1)j-1} e^{-t^{2m}(L^*+\delta_0)}(g)(x) \, dx \, dt \right| \\
\leq \left\{ \int_0^1 \int_{\mathbb{R}^n} |A(x, t)|^2 \, dx \, dt \right\}^{\frac{1}{2}} r_B^{2mM} \\
\times \left\{ \int_0^1 \left| (t^{2m}L^*)^j (t^{2m} \delta_0)^{M+1-j} e^{-t^{2m}(L^*+\delta_0)}(g)(x) \right|^2 \, dx \, dt \right\}^{\frac{1}{2}} \\
\leq |B|^{\frac{1}{2} - \frac{\eta}{2}} r_B^{2mM} \left\{ \int_0^1 \exp \left\{ -C|d(B, S_l(B^*))|^{2m/(2m-1)} \right\} \, dt \right\}^{\frac{1}{2}} \|g\|_{L^2(\mathbb{R}^n)} \lesssim 2^{-l\eta} ,
\]

where \( \eta \) is the positive constant as in the case \( r_B > 1 \). This shows that \( \alpha_j \) is a local \((p, 2, M, \epsilon)_L\)-molecule associated with \( B^* \) up to a harmless constant multiple.

Thus, we know that \( f_2 \) has a local molecular \((p, 2, M, \epsilon)_L\)-representation. This implies that \( f_2 \in h^p_{L, \text{mol}}, M, \epsilon(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \). Moreover, from (3.15), we deduce that

\[
(3.16) \quad \|f_2\|_{h^p_{L, \text{mol}}, M, \epsilon(\mathbb{R}^n)} \lesssim \|f\|_{h^p_{L}(\mathbb{R}^n)} .
\]

We now turn to the estimates of \( f_3 \). From \( f \in h^p_{L}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \), Definition 3.14 and Proposition 2.10, it follows that \( e^{-L}(f) \in L^p_\mathcal{Q}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \). By Proposition 3.5, we know that there exist \( \{\lambda_j\}_{j} \in \ell^p \) and a sequence \( \{A_j\}_{j} \) of \( L^p_\mathcal{Q}(\mathbb{R}^n) \)-atoms such that \( e^{-L}(f) = \sum_j \lambda_j A_j \) in \( L^p_\mathcal{Q}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \) and \( \|\{A_j\}_{j}\|_\ell^p \lesssim \|e^{-L}(f)\|_{L^p_\mathcal{Q}(\mathbb{R}^n)} \lesssim \|f\|_{h^p_{L}(\mathbb{R}^n)} \), which implies that

\[
(3.17) \quad f_3 = \sum_j 2^{(M+1)k} \sum_{k=0}^{\infty} C(k)(L + \delta_0)^k e^{-(L+2\delta_0)}(A_j) =: \sum_j \lambda_j \sum_{k=0}^{2^{(M+1)k}} C(k)\alpha_j \in L^2(\mathbb{R}^n) .
\]
For all $j$, let $B_j := B(x_{B_j}, r_{B_j})$ for some $x_{B_j} \in \mathbb{R}^n$ and $r_{B_j} \in (0, \infty)$ be the ball associated with $A_j$. From Definition 3.4, it follows that $r_{B_j} \geq 1$, which, combined with Proposition 2.10, implies that

$$\|\alpha_j\|_{L^2(S_j(B_j))} \lesssim \exp\left\{-[d(S_j(B_j), B_j)]^{2m/(2m-1)}\right\} \|A_j\|_{L^2(B_j)} \lesssim 2^{-j\eta},$$

where $\eta$ is the positive constant as above. This shows that $\alpha_j$ is a local $(p, 2, M, \epsilon)_{L}$-molecule associated with $B_j$ up to a harmless constant multiple, which, together with (3.17), implies that $f_3 \in h^p_{L, \text{mol}, M, \epsilon}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ and $\|f_3\|_{h^p_{L, \text{mol}, M, \epsilon}(\mathbb{R}^n)} \lesssim \|f\|_{h^p_{L}(\mathbb{R}^n)}$.

Combining the estimates of $f_1$, $f_2$ and $f_3$, we conclude that

$$\left(h^p_{L}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)\right) \subset \left(h^p_{L, M, \text{mol}, \epsilon}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)\right).$$

We now prove the inclusion

$$\left(h^p_{L, \text{mol}, M, \epsilon}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)\right) \subset \left(h^p_{L}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)\right).$$

To this end, it suffices to show that, for each local $(p, 2, M, \epsilon)_{L}$-molecule $\alpha$ associated with $B := B(x_B, r_B)$ for some $x_B \in \mathbb{R}^n$ and $r_B \in (0, \infty)$,

$$\|S_{L, \delta_0, \text{loc}}(\alpha)\|_{L^p(\mathbb{R}^n)} \lesssim 1,$$

and

$$\|e^{-L}(\alpha)\|_{L^\infty(\mathbb{R}^n)} \lesssim 1.$$  

To prove (3.19), we consider two cases. If $r_B \geq 1$, we first write

$$\|S_{L, \delta_0, \text{loc}}(\alpha)\|_{L^p(\mathbb{R}^n)} \lesssim \sum_{j \in \mathbb{Z}_+} \|S_{L, \delta_0, \text{loc}}(\alpha)\|_{L^2(S_j(B))}|S_j(B)|^{\frac{1}{p} - \frac{1}{2}}.$$  

For $j \in \mathbb{Z}_+$ and $j \leq 5$, using some local quadratic estimates as in (3.11) via replacing $\eta(t^2m_{L^*})^{M+1-\ell}(t^2m_{\delta_0})^{L+\delta_0}$ by $t^2m_{\delta_0}e^{-t^2m(L+\delta_0)}$, we see that $S_{L, \delta_0, \text{loc}}$ is bounded on $L^2(\mathbb{R}^n)$, which, together with Definition 3.16, implies that

$$\sum_{j=0}^5 \|S_{L, \delta_0, \text{loc}}(\alpha)\|_{L^2(S_j(B))}|S_j(B)|^{\frac{1}{p} - \frac{1}{2}} \lesssim \sum_{j \in \mathbb{Z}_+} \|\alpha\|_{L^2(\mathbb{R}^n)}|B|^{\frac{1}{p} - \frac{1}{2}} \lesssim 1.$$  

For $j \geq 6$, let $\tilde{S}_j(B) := 2^{j+1}B \setminus (2^{j-2}B)$ and $\tilde{S}_j(B) := 2^{j+2}B \setminus (2^{j-3}B)$. By Theorem 2.10 and Definition 3.16, we know that

$$\|S_{L, \delta_0, \text{loc}}(\alpha)\|_{L^2(S_j(B))}^2 \lesssim \int_{S_j(B)} \left[\int_0^1 \frac{1}{|y-x|} \left|t^2m_{\delta_0}e^{-t^2m(L+\delta_0)}(\alpha)(y)\right|^2 \frac{dy}{t^{n+1}}\right] dx.$$  


\[
\begin{align*}
&= \int_0^1 \int_{\mathcal{S}_1(B)} |t^{2m} \delta_0 e^{-t^{2m}(L+\delta_0)} \left[ N_{\mathcal{S}_1(B)} + \chi_{\mathbb{R}^n \setminus \mathcal{S}_1(B)} \right] (\alpha)(y)|^2 \frac{dy \, dt}{t} \\
&\lesssim \|\alpha\|_{L^2(\mathcal{S}_1(B))}^2 + \int_0^1 t^{4m} \exp \left\{ -C \left[ d(\mathcal{S}_1(B), \mathbb{R}^n \setminus \mathcal{S}_1(B))^2 \right] \frac{2m}{t^{2m/(2m-1)}} \right\} \frac{dt}{t} \|\alpha\|_{L^2(\mathbb{R}^n)}^2 \\
&\lesssim 2^{-j2^e} \left| 2^j B \right|^{1-\frac{2}{p+1}},
\end{align*}
\]

which implies that
\[
(3.24) \quad \sum_{j=6}^{\infty} \|S_{L, \delta_0, \text{loc}}(\alpha)\|_{L^2(S_j(B))} \|S_j(B)\|_{\mathcal{F}^{1-\frac{2}{p+1}}} \lesssim 1.
\]

Thus, we conclude that (3.19) holds true in the case when \( r_B \geq 1. \)

We now consider the case \( r_B < 1. \) Let \( \theta \in \left( \frac{n}{2mM} \left( \frac{1}{p} - \frac{1}{2} \right), 1 \right). \) We first write
\[
\|S_{L, \delta_0, \text{loc}}(\alpha)\|_{L^2(S_j(B))}^2 = \int_{\mathcal{S}_1(B)} \left\{ \left[ \int_0^{c_j} + \int_{c_j}^1 \right] \int_{|y-x|<t} \left| t^{2m} \delta_0 e^{-t^{2m}(L+\delta_0)}(\alpha)(y) \right|^2 \frac{dy \, dt}{t^{n+1}} \right\} dx
\]

where \( c_j := \min\{2^{(j+5)r_B}, 1\}. \)

The estimate of \( A_j \) is similar to the case \( r_B \geq 1. \) Using an argument similar to that used in (3.23), we see that
\[
(3.25) \quad A_j \lesssim 2^{-j2^e} \left| 2^j B \right|^{1-\frac{2}{p+1}}.
\]

To estimate \( B_j, \) we may assume that \( 2^{(j+5)r_B} < 1; \) otherwise, \( B_j \equiv 0. \) Then, by Fubini’s theorem, Theorem 2.10, the assumption \( r_B < 1 \) and Definition 3.16, we obtain
\[
B_j \lesssim \int_0^{2^{(j+5)r_B}} \left\| t^{2m} \delta_0 (t^{2m} L)^M e^{-t^{2m}(L+\delta_0)} (L^{-M}(\alpha)) \right\|_{L^2(\mathbb{R}^n)}^2 \frac{dt}{t^{4mM+1}}
\]

\[
\lesssim \int_0^{2^{(j+5)r_B}} \left\| (t^{2m} B^{-M}(\alpha)) \right\|_{L^2(\mathbb{R}^n)}^2 \frac{dt}{t^{4mM+1}} \lesssim 2^{-\theta(j+5)4mM} \left| B \right|^{1-\frac{2}{p+1}},
\]

which, combined with the assumption that \( \theta \in \left( \frac{n}{2mM} \left( \frac{1}{p} - \frac{1}{2} \right), 1 \right), \) implies that there exists a positive constant \( c_0 \) such that \( B_j \lesssim 2^{-j2^{c_0}} \left| 2^j B \right|^{1-\frac{2}{p+1}}. \) This, together with (3.25) and an argument similar to that used in (3.22) and (3.24), implies that \( \|S_{L, \delta_0, \text{loc}}(\alpha)\|_{L^2(\mathbb{R}^n)} \lesssim 1 \) when \( r_B < 1. \) Thus, (3.19) holds true.

The proof of (3.20) is similar to that of (3.19). Observe that the local off-diagonal estimates as in Theorem 2.10 are still valid in this case. Moreover, notice that \( L+\delta_0 \) has a bounded holomorphic functional calculus in \( L^2(\mathbb{R}^n). \) By the quadratic estimates of \( L+\delta_0, \) we know that \( S_{L+\delta_0}, \) defined as in (3.1) with \( I \) replaced by \( L+\delta_0, \) is bounded on \( L^2(\mathbb{R}^n). \) Thus, for any \( g \in L^2(\mathbb{R}^n), \) we have
\[
(3.26) \quad \|S_{L, \text{loc}}(g)\|_{L^2(\mathbb{R}^n)}^2 = \int_{\mathbb{R}^n} \left[ \int_0^1 \int_{|y-x|<t} \left| t^{2m} L e^{-t^{2m}L}(g)(y) \right|^2 \frac{dy \, dt}{t^{n+1}} \right] \frac{dx}{t}
\]

\[
= \int_{\mathbb{R}^n} \left[ \int_0^1 \int_{|y-x|<t} \left| t^{2m} [L+\delta_0] - \delta_0 \right| e^{-t^{2m}(L+\delta_0)-\delta_0}(g)(y) \right|^2 \frac{dy \, dt}{t^{n+1}} \right] \frac{dx}{t}
\]
implies that (3.21) holds true. This finishes the proof of (3.18) and hence Theorem 3.18.

Thus, which, together with (3.27) and (3.28), implies that there exists a positive constant \( \varepsilon \) such that, for all \( i \in \mathbb{Z}_+ \), \( \| \chi_{S_i(B)} e^{-L} \|_{L^2(\mathbb{R}^n)} \lesssim 2^{-i \varepsilon} |B|^{1 - \frac{1}{p}} \), which immediately implies that \( e^{-L} \) is an \( H_p^f(\mathbb{R}^n) \)-molecule associated with \( B \) up to a harmless constant multiple. This, combined with Proposition 3.8, implies that \( \| e^{-L} \|_{L_p^c(\mathbb{R}^n)} \lesssim 1 \).

If \( r_B < 1 \), let \( b := -M(\alpha) \) and \( B^* := B(\varepsilon B, 1) \). For \( i \in \mathbb{N} \cap [3, \infty) \), we first write

\[
\| \chi_{S_i(B^*)} e^{-L} \|_{L^2(\mathbb{R}^n)} = \| \chi_{S_i(B^*)} M e^{-L} \left( \sum_{l \in \mathbb{Z}_+} (\chi_{S_l(B)} b) \right) \|_{L^2(\mathbb{R}^n)} \]

\[
\lesssim \| \chi_{S_i(B^*)} M e^{-L} \left( \sum_{2^l < \frac{2^l - 2}{r_B} \text{ or } 2^l \geq \frac{2^l + 2}{r_B}} (\chi_{S_l(B)} b) \right) \|_{L^2(\mathbb{R}^n)} + \sum_{\frac{2^l - 2}{r_B} \leq 2^l < \frac{2^l + 2}{r_B}} \| \chi_{S_i(B^*)} M e^{-L} (\chi_{S_l(B)} b) \|_{L^2(\mathbb{R}^n)} =: I + J.
\]

For I, let \( E_i := \bigcup_{2^l < \frac{2^l - 2}{r_B} \text{ or } 2^l \geq \frac{2^l + 2}{r_B}} S_l(B) \). It is easy to see that \( E_i \subset \mathbb{R}^n \setminus S_i(B^*) \). Thus, using Proposition 2.10, \( r_B < 1 \), Definition 3.16 and the assumption that \( M > \frac{n}{2m} (\frac{1}{p} - \frac{1}{2}) \), we see that there exists a positive constant \( \varepsilon \) such that

\[
I \lesssim \exp\left\{ -2^{i \frac{2m}{2m - 1}} \right\} \| b \|_{L^2(\mathbb{R}^n)} \lesssim \exp\left\{ -2^{i \frac{2m}{2m - 1}} \right\} r_B^{2mM} |B|^{\frac{1}{2} - \frac{1}{p}} \lesssim 2^{-i \varepsilon n (\frac{1}{p} - \frac{1}{2})},
\]

which is desired.

For J, by the boundedness of \( M e^{-L} \) on \( L^2(\mathbb{R}^n) \), Definition 3.16 and \( (2^l r_B)^{-1} \leq 2^{-i - 2} \), we conclude that

\[
J \lesssim \sum_{\frac{2^l - 2}{r_B} \leq 2^l < \frac{2^l + 2}{r_B}} \| \chi_{S_l(B)} b \|_{L^2(\mathbb{R}^n)} \lesssim \sum_{\frac{2^l - 2}{r_B} \leq 2^l < \frac{2^l + 2}{r_B}} 2^{-\frac{2l}{r_B}} r_B^{2mM + \frac{1}{2}} (2^l r_B)^{-n (\frac{1}{2} - \frac{1}{2}) + \frac{1}{2}} \lesssim 2^{-i n (\frac{1}{p} - \frac{1}{2}) + \frac{1}{2}} \sum_{l \in \mathbb{Z}_+} 2^{-\frac{2l}{r_B}} \sim 2^{-i n (\frac{1}{p} - \frac{1}{2}) + \frac{1}{2}},
\]

which, together with (3.27) and (3.28), implies that there exists a positive constant \( \varepsilon \) such that, for all \( i \in \mathbb{N} \cap [3, \infty) \), \( \| \chi_{S_i(B^*)} e^{-L} \|_{L^2(\mathbb{R}^n)} \lesssim 2^{-i n (\frac{1}{p} - \frac{1}{2}) + \frac{1}{2}} \).

The estimates for the case \( i \in \{0, 1, 2\} \) are similar and, in this case, we use the boundedness of \( M e^{-L} \) on \( L^2(\mathbb{R}^n) \) to replace the off-diagonal estimates used in (3.28), the details being omitted. Thus, \( e^{-L} \) is an \( H_p^f(\mathbb{R}^n) \)-molecule associated with \( B^* \) up to a harmless constant multiple. Thus, by Proposition 3.8, we obtain \( \| e^{-L} \|_{L_p^c(\mathbb{R}^n)} \lesssim 1 \) when \( r_B < 1 \), which, combined the case \( r_B \geq 1 \), implies that (3.21) holds true. This finishes the proof of (3.18) and hence Theorem 3.18. \( \square \)
3.3 The square function characterization and the complex interpolation of \( h^p_{L^q}(\mathbb{R}^n) \)

In this subsection, we establish the square function characterization of \( h^p_{L^q}(\mathbb{R}^n) \) for all \( p \in (0, \infty) \). By Definition 3.14, we know that \( h^p_{L^q}(\mathbb{R}^n) \) has the square function characterization for \( p \in (0, 2] \). For \( p \in (2, \infty) \), to establish the square function characterization, we need to establish a retract relationship between \( h^p_{L^q}(\mathbb{R}^n) \) and the direct sum space \( L^p(\mathbb{R}^n \times (0, 1]) \oplus L^p(\mathbb{R}^n \times (0, 1]) \oplus \mathcal{L}_{Q}^p(\mathbb{R}^n) \), from which, we further deduce the complex interpolation of \( h^p_{L^q}(\mathbb{R}^n) \). Here, for all \( p \in (0, \infty) \), a triple of functions, \((F, G, h)\), is said to be in the direct sum space \( L^p(\mathbb{R}^n \times (0, 1]) \oplus L^p(\mathbb{R}^n \times (0, 1]) \oplus \mathcal{L}_{Q}^p(\mathbb{R}^n) \) if \( F \in L^p(\mathbb{R}^n \times (0, 1]), G \in L^p(\mathbb{R}^n \times (0, 1]) \) and \( h \in \mathcal{L}_{Q}^p(\mathbb{R}^n) \). Moreover, let

\[
\| (F, G, h) \|_{L^p(\mathbb{R}^n \times (0, 1]) \oplus L^p(\mathbb{R}^n \times (0, 1]) \oplus \mathcal{L}_{Q}^p(\mathbb{R}^n)} := \|f\|_{L^p(\mathbb{R}^n \times (0, 1])} + \|g\|_{L^p(\mathbb{R}^n \times (0, 1])} + \|h\|_{\mathcal{L}_{Q}^p(\mathbb{R}^n)}.
\]

We point out that the idea of using the direct sum space is inspired by [17], where the authors studied the direct sum spaces \( L^p(\mathbb{R}^n \times (0, 1]) \oplus L^p(\mathbb{R}^n \times (0, 1]) \) for all \( p \in [1, \infty) \).

Now, let \( \{M_i\}_{i=1}^n \subset \mathbb{Z}_+ \) and \( f \in L^2(\mathbb{R}^n) \). For all \( (x, t) \in \mathbb{R}^{n+1} \), the operator \( Q_{\{M_i\}_1, L} \) is defined by setting

\[
Q_{\{M_i\}_1, L}(f)(x, t) := \left( (t^{2m}L)^{M_1}(t^{2m}L^*)^{M_2} e^{-t^{2m}(L+\delta_0)}(f)(x) \right),
\]

where \( \delta_0 \) is as in (2.7).

Let \((F, G, h) \in L^2(\mathbb{R}^n \times (0, 1]) \oplus L^2(\mathbb{R}^n \times (0, 1]) \oplus \mathcal{L}_{Q}^p(\mathbb{R}^n) \). For all \( x \in \mathbb{R}^n \), the operator \( \Pi_{\{M_i\}_1, L} \) is defined by setting

\[
\Pi_{\{M_i\}_1, L}(F, G, h)(x) := \int_0^1 T_{M_i, M_{i+1}, t, L}(F, t)(x) \, dt + \int_0^1 T_{M_i, M_{i+1}, t, L}(G, t)(x) \, dt + S_{M_n, L}(h)(x),
\]

where \( T_{M_i, M_{i+1}, t, L}, T_{M_n, t, L} \) and \( S_{M_n, L} \) are defined as in (3.29).

From its definition, the local quadratic estimates as in (3.11) via replacing

\[
(t^{2m}L^*)^{M+1-\ell} (t^{2m}L^*)^{M_2} e^{-t^{2m}(L+\delta_0)},
\]

respectively, by

\[
(t^{2m}L)^{M_1} (t^{2m}L^*)^{M_2} e^{-t^{2m}(L+\delta_0)} \quad \text{and} \quad (t^{2m}L)^{M_1} (t^{2m}L^*)^{M_2} e^{-t^{2m}(L+\delta_0)},
\]

and Proposition 2.10, we deduce that, for all \( \{M_i\}_{i=1}^n \subset \mathbb{Z}_+ \), \( Q_{\{M_i\}_1, L} \) is bounded from \( L^2(\mathbb{R}^n) \) to \( L^2(\mathbb{R}^n \times (0, 1]) \oplus L^2(\mathbb{R}^n \times (0, 1]) \oplus \mathcal{L}_{Q}^p(\mathbb{R}^n) \). This, together with the fact that \( \Pi_{\{M_i\}_1, L} \) is the adjoint of \( Q_{\{M_i\}_1, L} \), shows that \( \Pi_{\{M_i\}_1, L} \) is bounded from \( L^2(\mathbb{R}^n \times (0, 1]) \oplus L^2(\mathbb{R}^n \times (0, 1]) \oplus \mathcal{L}_{Q}^p(\mathbb{R}^n) \) to \( L^2(\mathbb{R}^n) \). Indeed, let \((F, G, h) \in L^2(\mathbb{R}^n \times (0, 1]) \oplus L^2(\mathbb{R}^n \times (0, 1]) \oplus \mathcal{L}_{Q}^p(\mathbb{R}^n) \). For all \( \varphi \in L^2(\mathbb{R}^n) \), by duality, the boundedness of \( Q_{\{M_i\}_1, L} \) from \( L^2(\mathbb{R}^n) \) to \( L^2(\mathbb{R}^n \times (0, 1]) \oplus L^2(\mathbb{R}^n \times (0, 1]) \oplus \mathcal{L}_{Q}^p(\mathbb{R}^n) \) and Proposition 3.8, we see that

\[
\left| \langle \Pi_{\{M_i\}_1, L}(F, G, h), \varphi \rangle_{L^2(\mathbb{R}^n)} \right|
\]
Let $F, G, h$ which, combined with the arbitrariness of Jun Cao, Svitlana Mayboroda and Dachun Yang
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The next proposition establishes the boundedness of $T$ on $t^2(\mathbb{R}^n \times (0, 1]) \oplus t^2(\mathbb{R}^n \times (0, 1]) \oplus L^2_Q(\mathbb{R}^n)$ to $L^2(\mathbb{R}^n)$.

Now, let
\[ (3.31) \quad \mathcal{T} := Q_{\{M_i\}, L} \circ \Pi_{\{\tilde{M}_i\}, L}. \]

For all $(F, G, h) \in t^2(\mathbb{R}^n \times (0, 1]) \oplus t^2(\mathbb{R}^n \times (0, 1]) \oplus L^2_Q(\mathbb{R}^n)$, it is easy to see that
\[ (3.32) \quad Q_{\{M_i\}, L} \circ \Pi_{\{\tilde{M}_i\}, L}(F, G, h) \]

\[ = (T_{M_1, M_2, s, L}, T_{M_3, M_4, s, L}, S_{M_5, L}) \]

\[ \circ \left[ \int_0^1 T_{\tilde{M}_1, \tilde{M}_2, t, L}(F(\cdot, t)) \frac{dt}{t} + \int_0^1 T_{\tilde{M}_3, \tilde{M}_4, t, L}(G(\cdot, t)) \frac{dt}{t} + S_{\tilde{M}_5, L}(h) \right] \]

\[ = \left( \int_0^1 T_{M_1, M_2, s, L}T_{\tilde{M}_1, \tilde{M}_2, t, L}(F(\cdot, t)) \frac{dt}{t} + T_{M_1, M_2, s, L}S_{\tilde{M}_5, L}(h), \right. \]

\[ + \int_0^1 T_{M_3, M_4, s, L}T_{\tilde{M}_3, \tilde{M}_4, t, L}(G(\cdot, t)) \frac{dt}{t} + T_{M_3, M_4, s, L}S_{\tilde{M}_5, L}(h), \]

\[ + \int_0^1 S_{M_5, L}T_{\tilde{M}_1, \tilde{M}_2, t, L}(F(\cdot, t)) \frac{dt}{t} + S_{M_5, L}S_{\tilde{M}_5, L}(h) \]

\[ =: (T_{1, 1}(F) + T_{1, 2}(G) + T_{1, 3}(h), T_{2, 1}(F) + T_{2, 2}(G) + T_{2, 3}(h), \]

\[ T_{3, 1}(F) + T_{3, 2}(G) + T_{3, 3}(h)) \]

\[ =: \begin{pmatrix} T_{1, 1} & T_{1, 2} & T_{1, 3} \\ T_{2, 1} & T_{2, 2} & T_{2, 3} \\ T_{3, 1} & T_{3, 2} & T_{3, 3} \end{pmatrix} \begin{pmatrix} F \\ G \\ h \end{pmatrix}. \]

The next proposition establishes the boundedness of $\mathcal{T}$ on $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_Q(\mathbb{R}^n)$ for $p \in (0, 1]$.

**Proposition 3.24.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition $\langle \tilde{E} \rangle$, and let $p \in (0, 1]$, \( \{M_i\}_{i=1}^n, \{\tilde{M}_i\}_{i=1}^n \subset \mathbb{Z}_+ \) satisfy $M_1 + M_2 > 0$, $M_3 + M_4 > 0$, $\tilde{M}_1 + \tilde{M}_2 > \frac{m}{2n}(\frac{1}{p} - \frac{1}{2})$ and $\tilde{M}_3 + \tilde{M}_4 > \frac{m}{2n}(\frac{1}{p} - \frac{1}{2})$. Then the operator $\mathcal{T}$, defined as in (3.31), is bounded on $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_Q(\mathbb{R}^n)$. 

Proof. By (3.32), to prove this proposition, it suffices to show that, for \( j \in \{1, 2\} \) and \( k \in \{1, 2\} \), each \((p^*, 2)\)-atom \( A \) and \( L^p_Q(\mathbb{R}^n)\)-atom \( \tilde{A} \),

\[(3.33) \quad \|T_{j, k}(A)\|_{L^p(\mathbb{R}^n \times (0, 1))} \lesssim 1,
\]

\[(3.34) \quad \|T_{j, 3}(\tilde{A})\|_{L^p(\mathbb{R}^n \times (0, 1))} \lesssim 1,
\]

\[(3.35) \quad \|T_{3, j}(A)\|_{L^p_Q(\mathbb{R}^n)} \lesssim 1
\]

and

\[(3.36) \quad \|T_{3, 3}(\tilde{A})\|_{L^p_Q(\mathbb{R}^n)} \lesssim 1.
\]

We first show (3.33). By symmetry, we only consider the case \( j = 1 \) and \( k = 1 \). Let \( B := B(x_B, r_B) \) with \( x_B \in \mathbb{R}^n \) and \( r_B \in (0, \infty) \) be the ball associated with \( A \). If \( r_B \geq 1 \), for \( l \in \mathbb{N} \) with \( l \geq 5 \), let \( S_l(T^{\text{loc}}(B)) := T^{\text{loc}}(2^l B) \setminus T^{\text{loc}}(2^{l-1} B) \). We write

\[(3.37) \quad \|T_{1, 1}(A)\|_{L^p(\mathbb{R}^n \times (0, 1))} = \left\| \int_0^1 T_{M_1, M_2, s, L^T_{\tilde{M}_1}, \tilde{M}_2, t, L}(A) \frac{dt}{t} \right\|_{L^p(\mathbb{R}^n \times (0, 1))}^p
\]

\[\leq \left\| \chi_{T^{\text{loc}}(2^l B)} \int_0^1 T_{M_1, M_2, s, L^T_{\tilde{M}_1}, \tilde{M}_2, t, L}(A) \frac{dt}{t} \right\|_{L^p(\mathbb{R}^n \times (0, 1))}^p
\]

\[+ \sum_{l=6}^{\infty} \left\| \chi_{S_l(T^{\text{loc}}(B))} \int_0^1 T_{M_1, M_2, s, L^T_{\tilde{M}_1}, \tilde{M}_2, t, L}(A) \frac{dt}{t} \right\|_{L^p(\mathbb{R}^n \times (0, 1))}^p
\]

\[= : I_5 + \sum_{l=6}^{\infty} (I_l)^p.
\]

We first estimate \( I_5 \). Observe that, for all \((y, s) \in T^{\text{loc}}(2^5 B)\), \(|y - x| < t\) and \( t \in (0, 1]\), we have \( x \in 2^5 B \). From this, Hölder’s inequality, the boundedness of the operator

\[S := \int_0^1 T_{M_1, M_2, s, L^T_{\tilde{M}_1}, \tilde{M}_2, t, L} \frac{dt}{t}
\]

on \( L^2(\mathbb{R}^n \times (0, 1]) \) (via the local quadratic estimates as in (3.11) with replacing

\[(t^2 L^*)^{M+1-(t^{2m} \delta_0)} e^{-t^{2m}(L^* + \delta_0)}
\]

by \( S \) and a dual argument) and Definition 3.20, we deduce that

\[(3.38) \quad I_5 = \left\{ \int_{\mathbb{R}^n} \left[ \int_{T^{\text{loc}}(x) \cap T^{\text{loc}}(2^5 B)} \left\| \int_0^1 T_{M_1, M_2, s, L^T_{\tilde{M}_1}, \tilde{M}_2, t, L}(A)(y, t) \frac{dy}{t^2} \right\|_{S^{n+1}}^p \right] dx \right\}^{\frac{2}{p}}
\]

\[\lesssim |B|^\frac{1}{p} \cdot \left\{ \int_{2^5 B} \left[ \int_{T^{\text{loc}}(x) \cap T^{\text{loc}}(2^5 B)} \left\| \int_0^1 T_{M_1, M_2, s, L^T_{\tilde{M}_1}, \tilde{M}_2, t, L}(A)(y, t) \frac{dy}{t^2} \right\|_{S^{n+1}}^2 \right] dx \right\}^{\frac{1}{2}}
\]

\[\times \left\{ \int_{2^5 B} \left[ \int_{T^{\text{loc}}(x) \cap T^{\text{loc}}(2^5 B)} \left\| \int_0^1 T_{M_1, M_2, s, L^T_{\tilde{M}_1}, \tilde{M}_2, t, L}(A)(y, t) \frac{dy}{t^2} \right\|_{S^{n+1}}^2 \right] dx \right\}^{\frac{1}{2}}
\]

\[\lesssim |B|^\frac{1}{p} \cdot \|A\|_{L^2(\mathbb{R}^n \times (0, 1])} \lesssim 1,
\]
where $\Gamma_{loc}(x)$ for $x \in \mathbb{R}^n$ is as in (3.9). Observe that the estimates in (3.38) are independent of whether $r_B \geq 1$ or $r_B < 1$.

For $l \geq 6$, observe that, for all $(y, s) \in S_l(T^{loc}(B))$, $|y - x| < t$ and $t \in (0, 1)$, we have $x \in S_l(B) := 2^{l+1}B \setminus (2^{l-2}B)$. Similar to the estimate of $I_5$, we know that

\begin{equation}
I_l \lesssim \left\{ \int_{\mathbb{R}^n} \left[ \int_{\Gamma_{loc}(x) \cap S_{l}(T^{loc}(B))} \int_0^1 \left| T_{M_1, M_2, s, LT_{\tilde{M}_1, \tilde{M}_2, t}, L}(A)(y, t) \right| \frac{dt}{t} \frac{2 ds}{s^{n+1}} \right]^{\frac{5}{2}} dx \right\}^{\frac{2}{5}} \\
\lesssim \left\{ \left| 2^l B \right|^{\frac{5}{2}} \int_{\mathbb{R}^n} \left[ \int_{\Gamma_{loc}(x) \cap S_{l}(T^{loc}(B))} \int_0^1 \left| T_{M_1, M_2, s, LT_{\tilde{M}_1, \tilde{M}_2, t}, L}(A)(y, t) \right| \frac{dt}{t} \frac{2 ds}{s^{n+1}} \right] dx \right\}^{\frac{5}{4}} =: \left| 2^l B \right|^{\frac{5}{2}} \times \tilde{I}_l.
\end{equation}

To bound $\tilde{I}_l$, using Minkowski’s integral inequality, Fubini’s theorem and the assumption $r_B \geq 1$, we write it into

$$
\tilde{I}_l = \left\{ \int_{S_l(B)} \left[ \int_{\Gamma_{loc}(x) \cap S_{l}(T^{loc}(B))} \int_0^1 T_{M_1, M_2, s, LT_{\tilde{M}_1, \tilde{M}_2, t}, L}(A)(y, t) \frac{dt}{t} \frac{2 ds}{s^{n+1}} \right] dx \right\}^{\frac{5}{4}} \\
\lesssim \int_0^1 \left\{ \int_0^1 + \int_{l_t}^1 \right\} \int_{S_l(B)} \left| T_{M_1, M_2, s, LT_{\tilde{M}_1, \tilde{M}_2, t}, L}(A)(y, t) \right|^2 \frac{dy ds}{s} \frac{dt}{t} =: \tilde{I}_{l, 1} + \tilde{I}_{l, 2}.
$$

For $\tilde{I}_{l, 1}$, let $a_1 \in [0, M_1]$ and $a_2 \in [0, M_2]$ such that $a := a_1 + a_2 \in (0, M_1 + M_2]$. By the assumption $r_B \geq 1$, Proposition 2.10 and the composition rule of off-diagonal estimates (see, for example, [40, Lemma 2.3] or [16, Lemma 3.2]), we find that

$$
\tilde{I}_{l, 1} \lesssim \int_0^1 \left\{ \int_0^t \int_{S_l(B)} \left( \frac{s}{t} \right)^{4ma} \left| \frac{t}{s} \right|^{2ma} \left| T_{M_1, M_2, s, LT_{\tilde{M}_1, \tilde{M}_2, t}, L}(A)(y, t) \right|^2 \frac{dy ds}{s} \right\}^{1/2} \frac{dt}{t} \\
\lesssim \int_0^1 \left\{ \int_0^t \int_{S_l(B)} \left( \frac{s}{t} \right)^{4ma} \left| T_{M_1-a_1, M_2-a_2, s, LT_{\tilde{M}_1+a_1, \tilde{M}_2+a_2, t}, L}(A)(y, t) \right|^2 \frac{dy ds}{s} \right\}^{1/2} \frac{dt}{t} \\
\lesssim \int_0^1 \left\{ \int_0^t \left( \frac{s}{t} \right)^{4ma} \exp \left\{ \frac{[d((\tilde{S}_1(B), B)]^{2m/(2m-1)}}{\frac{t^{2m/(2m-1)}}{2m/(2m-1)}} \right\} \frac{ds}{s} \right\}^{1/2} \left\| A(\cdot, t) \right\|_{L^2(\mathbb{R}^n)} \frac{dt}{t} \\
\lesssim \int_0^1 \left\{ \int_0^t \left( \frac{s}{t} \right)^{4ma} \exp \left\{ \frac{[d((\tilde{S}_1(B), B)]^{2m/(2m-1)}}{\frac{t^{2m/(2m-1)}}{2m/(2m-1)}} \right\} \frac{ds}{s} \right\}^{1/2} \left\| A(\cdot, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))} \frac{dt}{t} \\
\lesssim 2^{-l_0} \left| 2^l B \right|^{\frac{5}{2}} \eta.
$$

where $\eta \in (0, \infty)$, arising from the exponential decay, is large enough.

For $\tilde{I}_{l, 2}$, let $b_1 \in [0, \tilde{M}_1]$, $b_2 \in [0, \tilde{M}_2]$ such that $b := b_1 + b_2 \in (\tilde{b}, \tilde{M}_1 + \tilde{M}_2)$, where $\tilde{b} \in \left( \frac{2n}{m} \left( \frac{1}{p} - \frac{1}{2} \right), \tilde{M}_1 + \tilde{M}_2 \right)$. By an argument similar to that used in the estimate of $\tilde{I}_{l, 1}$, we have

$$
\tilde{I}_{l, 2} \lesssim \int_0^1 \left\{ \int_t^1 \int_{S_l(B)} \left( \frac{s}{t} \right)^{4mb} \left| T_{M_1+b_1, M_2+b_2, s, LT_{\tilde{M}_1-b_1, \tilde{M}_2-b_2, t}, L}(A)(y, t) \right|^2 \frac{dy ds}{s} \right\}^{1/2} \frac{dt}{t}
$$
Local Hardy Spaces Associated with Higher Order Elliptic Operators

For \( r_B \geq 1 \), let \( \{I_1\}^{\infty}_{l=5} \) be as in (3.37) again. The estimate of \( I_5 \) is the same as in (3.38). To bound \( I_1 \) for \( t \geq 6 \), similar to the case \( r_B \geq 1 \), let \( I_1 \) be as in (3.39). By Definition 3.20, Minkowski’s integral inequality and Fubini’s theorem, we further write

\[
\sum_{l=6}^{\infty} (I_1)^p \lesssim \sum_{l=6}^{\infty} \left| 2^l B \right|^{1-\frac{p}{2}} \times \left( \int_{I_1} \right)^p \lesssim \sum_{l=6}^{\infty} \left| 2^l B \right|^{1-\frac{p}{2}} \times \left( I_{l+1} \right)^p \lesssim 1,
\]

which, together with the estimates of \( I_5 \), implies that, for \( j = 1 \) and \( k = 1 \), (3.33) holds true in the case of \( r_B \geq 1 \).

If \( r_B < 1 \), let \( \{I_1\}^{\infty}_{l=5} \) be as in (3.37) again. The estimate of \( I_5 \) is the same as in (3.38). To bound \( I_1 \) for \( t \geq 6 \), similar to the case \( r_B \geq 1 \), let \( I_1 \) be as in (3.39). By Definition 3.20, Minkowski’s integral inequality and Fubini’s theorem, we further write

\[
\sum_{l=6}^{\infty} (I_1)^p \lesssim \sum_{l=6}^{\infty} \left| 2^l B \right|^{1-\frac{p}{2}} \times \left( \int_{I_1} \right)^p \lesssim \sum_{l=6}^{\infty} \left| 2^l B \right|^{1-\frac{p}{2}} \times \left( I_{l+1} \right)^p \lesssim 1,
\]

which, together with the estimates of \( I_5 \), implies that, for \( j = 1 \) and \( k = 1 \), (3.33) holds true in the case of \( r_B \geq 1 \).

Observing that, for all \( s \in (0, 2^{l-2} r_B) \) and \( 2^{l-1} r_B - s \leq |y - x_B| < 2^{l} r_B - s \), we have \( y \in \tilde{S}_l(B) := 2^{l+1} B \setminus (2^{l-2} B) \). This implies that the estimate of \( A_t \) is similar to that of \( I_1 \) in the case \( r_B \geq 1 \). Thus, there exists a positive constant \( \eta \) such that \( A_t \lesssim 2^{-\eta} |2^l B|^{\frac{2}{p} - \frac{2}{q}} \).

For \( B_t \), let \( \tilde{b}_1 \in (0, \tilde{M}_1), \tilde{b}_2 \in (0, \tilde{M}_2) \) and \( \tilde{b} := \tilde{b}_1 + \tilde{b}_2 \) satisfying \( \tilde{M}_1 + \tilde{M}_2 > \tilde{b} > \frac{\pi}{2m} \left( \frac{1}{p} - \frac{1}{q} \right) \). By Proposition 2.10, Hölder’s inequality and Definition 3.20, we obtain

\[
B_t \lesssim \int_0^{r_B} \left\{ \int_{2^{l-2} r_B}^{2^{l} r_B} \left| T_{I_{M_1}, I_{M_2}}(\tilde{b}_1 + \tilde{b}_2, s, L) \right| (\tilde{y}, t) \right\}^{\frac{1}{2}} \frac{dy ds}{s} \right)^{1/2} \frac{dt}{t}
\]

\[
\lesssim \int_0^{r_B} \left\{ \int_{2^{l-2} r_B}^{2^{l} r_B} \left| T_{I_{M_1}, I_{M_2}}(\tilde{b}_1 + \tilde{b}_2, s, L) \right| (\tilde{y}, t) \right\}^{\frac{1}{2}} \frac{dy ds}{s} \right)^{1/2} \frac{dt}{t}
\]

where \( \eta := 2 \tilde{m} \tilde{b} - n \left( \frac{1}{p} - \frac{1}{q} \right) > 0 \). This, combined with the estimate of \( A_t \), implies that \( I_1 \) satisfies the same estimates as in the case \( r_B \geq 1 \). Thus, (3.33) holds true for \( j = 1 \) and \( k = 1 \).
Now, we turn to the proof of (3.34). By symmetry, we only consider the case \( j = 1 \). Let 
\( B := (x_B, r_B) \) for some \( x_B \in \mathbb{R}^n \) and \( r_B \in (0, \infty) \) be the ball associated with \( \bar{A} \). Using Remark 3.6, we may assume \( r_B = 1 \). Moreover, we write

\[
\left\| T_{M_1, M_2, s, L S_{\bar{A}}, L}(\bar{A}) \right\|_{tp(\mathbb{R}^n \times (0, 1))}^p \lesssim \left\| \chi_{T_{B}}(x_B) T_{M_1, M_2, s, L S_{\bar{A}}, L}(\bar{A}) \right\|_{tp(\mathbb{R}^n \times (0, 1))}^p + \sum_{l=0}^{\infty} \left\| \chi_{S_l(B)}(x_B) T_{M_1, M_2, s, L S_{\bar{A}}, L}(\bar{A}) \right\|_{tp(\mathbb{R}^n \times (0, 1))}^p =: (J_5)^p + \sum_{l=0}^{\infty} (J_l)^p.
\]

To control \( J_5 \), by the local quadratic estimates as in (3.11), we know that the operator

\[
T_{M_1, M_2, s, L S_{\bar{A}}, L}
\]

is bounded from \( L^2(\mathbb{R}^n) \) to \( L^2(\mathbb{R}^n \times (0, 1)) \), which, combined with Hölder’s inequality and Definition 3.4, implies that \( J_5 \lesssim |B|^\frac{1}{2} \| \bar{A} \|_{L^2(\mathbb{R}^n)} \lesssim 1 \).

The estimates of \( J_l \) for \( l \geq 6 \) are similar to that of \( I_l \) in the proof of (3.33), but the corresponding argument is more simple, since we only need to consider the case \( r_B \geq 1 \) and \( t = 1 \) when following the argument used in the estimate for \( I_l \), the details being omitted. Thus, (3.34) holds true.

To prove (3.35) for \( j = 1 \), let \( B := (x_B, r_B) \) for some \( x_B \in \mathbb{R}^n \) and \( r_B \in (0, \infty) \) be the ball associated with \( A \). If \( r_B \geq 1 \), using an argument similar to that used in the proof of (3.33) (for the case \( r_B \geq 1 \) and \( s = 1 \)), we see that there exists a positive constant \( \eta \) such that, for all \( l \in \mathbb{Z}_+ \),

\[
\left\| \chi_{S_l(B)} T_{3.1}(A) \right\|_{L^2(\mathbb{R}^n)} \lesssim 2^{-\eta |B|} |B|^{\frac{1}{2} - \frac{1}{p}},
\]

which, together with Definition 3.4, implies that \( T_{3.1}(A) \) is an \( H_t^p(\mathbb{R}^n) \)-molecule associated with \( B \). From this and Proposition 3.8, we deduce that (3.35) holds true for \( j = 1 \) and \( r_B \geq 1 \).

For \( r_B < 1 \), let \( B^*: = B(x_B, 1) \). By Definition 3.20, we write

\[
S_{\bar{M}_1, L} \int_{0}^{1} T_{\bar{M}_1, \bar{M}_2, t, L}(A(\cdot, t)) \frac{dt}{t} = L \bar{M}_1 \delta_0 \bar{M}_2 S_{\bar{M}_1, L} \int_{0}^{1} t^{2} T_{0,0, t, L}(A(\cdot, t)) \frac{dt}{t} = L \bar{M}_1 \delta_0 \bar{M}_2 S_{\bar{M}_1, L} \left( \sum_{l \in \mathbb{Z}_+} \chi_{S_l(B)} \int_{0}^{1} t^{2} T_{0,0, t, L}(A(\cdot, t)) \frac{dt}{t} \right).
\]

Via an argument similar to that used in (3.27), we know that \( T_{3.1}(A) \) is an \( H_t^p(\mathbb{R}^n) \)-molecule associated with \( B^* \). From this and Proposition 3.8, we deduce that (3.35) holds true for \( j = 1 \) and \( r_B < 1 \). This proves (3.35). The case \( j = 2 \) is similar, the details being omitted.

Also, one can prove (3.36) by using Proposition 2.10, the details being omitted. This finishes the proof of Proposition 3.24.

\[\square\]

**Corollary 3.25.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \((\tilde{\chi})\), and let \( \{M_i\}_{i=1}^{5}, \{\bar{M}_i\}_{i=1}^{5} \subset \mathbb{Z}_+ \) and \( T \) be defined as in (3.31).

(i) For all \( p \in [0, 2] \), if \( M_1 + M_2 > 0, M_3 + M_4 > 0, \bar{M}_1 + \bar{M}_2 > \frac{n}{2m}(\frac{1}{p} - \frac{1}{2}) \) and \( \bar{M}_3 + \bar{M}_4 > \frac{n}{2m}(\frac{1}{p} - \frac{1}{2}) \), then the operator \( T \) is bounded on \( t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_{\tilde{Q}}(\mathbb{R}^n) \).
(ii) For all $p \in (2, \infty)$, if $\widetilde{M}_1 + \widetilde{M}_2 > 0$, $\widetilde{M}_3 + \widetilde{M}_4 > 0$, $M_1 + M_2 > \frac{n}{2m}(\frac{1}{2} - \frac{1}{p})$ and $M_3 + M_4 > \frac{n}{2m}(\frac{1}{2} - \frac{1}{p})$, then the operator $T$ is bounded on $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_2(\mathbb{R}^n)$.

**Proof.** For $p \in (0, 1)$, Corollary 3.25 is just Proposition 3.24. For $p \in (1, \infty)$, the proof of Corollary 3.25 is an immediate consequence of Proposition 3.24, the already known boundedness for $p = 2$, and the interpolation and the duality of $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_2(\mathbb{R}^n)$ (see [17, Theorems 3.9, 3.10, 4.8 and 4.10] for the dualities and the interpolations of $t^p(\mathbb{R}^n \times (0, 1])$ and $L^p_2(\mathbb{R}^n)$ with $p \in [1, \infty)$), which completes the proof of Corollary 3.25.

**Proposition 3.26.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition $(\mathcal{E})$, and let $\{M_i\}_{i=1}^5, \{\tilde{M}_i\}_{i=1}^5 \subset \mathbb{Z}_+$ satisfy $M_1 + M_2 > 0, M_3 + M_4 > 0, \tilde{M}_1 + \tilde{M}_2 > 0$ and $\widetilde{M}_3 + \widetilde{M}_4 > 0$.

(i) If $p \in (0, 2]$, then the operators $Q_{(M_i),L}$, defined as in (3.29), is bounded from $h^p_L(\mathbb{R}^n)$ to $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_2(\mathbb{R}^n)$, where $h^p_L(\mathbb{R}^n)$ is the local Hardy space defined as in Definition 3.14. Moreover, if $\tilde{M}_1 + \tilde{M}_2 > \frac{n}{2m}(\frac{1}{2} - \frac{1}{p})$ and $\widetilde{M}_3 + \widetilde{M}_4 > \frac{n}{2m}(\frac{1}{2} - \frac{1}{p})$, then the operator $Q_{(M_i),L}$, defined as in (3.30), is bounded from $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_2(\mathbb{R}^n)$ to $h^p_L(\mathbb{R}^n)$.

(ii) If $p \in (2, \infty)$, then the operator $Q_{(M_i),L}$ is bounded from $t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_2(\mathbb{R}^n)$ to $h^p_L(\mathbb{R}^n)$.

**Proof.** We first consider the case $p \in (0, 2]$. For all $t \in (0, 1], f \in L^2(\mathbb{R}^n)$ and $x \in \mathbb{R}^n$, let
\begin{equation}
\mathcal{Q}^i(f)(x, t) := \left( t^{2m}L e^{-t^{2m}L}(f), t^{2m}\delta_0 e^{-t^{2m}(L+\delta_0)}(f), e^{-L}(f) \right),
\end{equation}
where $\delta_0$ is as in (2.7). From the fact that, for all $t \in (0, 1]$, $e^{-t^{2m}\delta_0} \leq 1$, we deduce that, for all $p \in (0, 2]$ and $f \in h^p_L(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$,
\begin{equation}
\|Q_{(1,0,0,1,0)}(f)\|_{t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_2(\mathbb{R}^n)} \lesssim \|\mathcal{Q}^i(f)\|_{t^p(\mathbb{R}^n \times (0, 1]) \oplus t^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_2(\mathbb{R}^n)},
\end{equation}
which, combined with Definition 3.14, implies the boundedness of $Q_{(M_i),L}$, for $M_1 = 1, M_2 = 0, M_3 = 0, M_4 = 1$ and $M_5 = 0$, from $h^p_L(\mathbb{R}^n)$ to $t^p(\mathbb{R}^n \times (0, 1])$.

For general $\{M_i\}_i$, let $f \in L^2(\mathbb{R}^n) \cap h^p_L(\mathbb{R}^n)$. By the local Calderón reproducing formula (3.13) with $M > \frac{n}{2m}(\frac{1}{2} - \frac{1}{p})$, the fact that, for all $t \in (0, 1], e^{-t^{2m}\delta_0} \leq 1$ and Corollary 3.25, we have
\begin{align*}
&\|T_{M_1, M_2, s, L}(f)\|_{t^p(\mathbb{R}^n \times (0, 1])} \\
&\lesssim \sum_{j=1}^{M+1} \int_0^1 T_{M_1, M_2, s, L T_j, 2(M+1) - j - 1, t, L} \left[ t^{2m}\delta_0 e^{-t^{2m}(L+\delta_0)}(f) \right] \frac{dt}{t} \|\mathcal{Q}^i(f)\|_{t^p(\mathbb{R}^n \times (0, 1])} \\
&+ \sum_{j=M+2}^{2(M+1)} \int_0^1 T_{M_1, M_2, s, L T_j - 1, 2(M+1) - j, t, L} e^{-t^{2m}\delta_0} \left[ t^{2m}L e^{-t^{2m}L}(f) \right] \frac{dt}{t} \|\mathcal{Q}^i(f)\|_{t^p(\mathbb{R}^n \times (0, 1])} \\
&+ \sum_{k=0}^{2(M+1)} \|T_{M_1, M_2, s, L}(L + \delta_0)^k e^{-(L+2\delta_0)}(e^{-L}(f))\|_{t^p(\mathbb{R}^n \times (0, 1])}
\end{align*}
\begin{align*}
&\lesssim \|S_L, \delta_0, \text{loc.}(f)\|_{L^p(\mathbb{R}^n)} + \|S_L, \text{loc.}(f)\|_{L^p(\mathbb{R}^n)} + \|e^{-L}(f)\|_{L^p_2(\mathbb{R}^n)} \sim \|f\|_{h^p_L(\mathbb{R}^n)}.
\end{align*}
which implies that $T_{M_1, M_2, s, L}$ is bounded from $h^p_1(R^n)$ to $\mathcal{V}^p(R^n \times (0, 1])$. By using the same method, we know that $T_{M_1, M_2, s, L}$ is also bounded from $h^p_1(R^n)$ to $\mathcal{V}^p(R^n \times (0, 1])$.

We now prove that $S_{M_1, L}$ is bounded from $h^p_1(R^n)$ to $L^p_0(R^n)$. Using again the local Calderón reproducing formula (3.13), we find that

$$
\|S_{M_1, L}(f)\|_{L^p_0(R^n)} \lesssim \sum_{j=0}^{M+1} \left\| \int_0^1 S_{M_1, L} T_{j, 2(M+1) - j - 1, t, L} \left( (t^{2m} \delta_0) e^{-t^{2m}(L+\delta_0)}(f) \right) \frac{dt}{t} \right\|_{L^p_0(R^n)}
$$

$$
+ \sum_{j=M+2}^{2(M+1)} \int_0^1 S_{M_1, L} T_{j-1, 2(M+1) - j, t, L} e^{-t^{2m} \delta_0} \left( (t^{2m} L) e^{-t^{2m} L}(f) \right) \frac{dt}{t} \right\|_{L^p_0(R^n)}
$$

$$
+ \sum_{k=0}^{2M} \left\| S_{M_1, L} (L + \delta_0)^{k} e^{-L - 2\delta_0} (e^{-L}(f)) \right\|_{L^p_0(R^n)},
$$

which, together with Corollary 3.25, implies that $S_{M_1, L}$ is bounded from $h^p_1(R^n)$ to $L^p_0(R^n)$. Thus, from its definition, we deduce that $\tilde{Q}_{\{M_1\}, L}$ is bounded from $h^p_1(R^n)$ to $\mathcal{V}^p(R^n \times (0, 1]) \oplus \mathcal{V}^p(R^n \times (0, 1]) \oplus L^p_0(R^n)$ for all $p \in (0, 2]$.

For $\pi_{\{M_1\}, L}$, let

$$(F, G, h) \in (\mathcal{V}^p(R^n \times (0, 1]) \oplus \mathcal{V}^p(R^n \times (0, 1]) \oplus L^p_0(R^n)) \cap (t^2(R^n \times (0, 1]) \oplus t^2(R^n \times (0, 1]) \oplus L^2(R^n)).$$

From (3.30) and the definition of $h^p_1(R^n)$, we deduce that

$$
\left\| \pi_{\{M_1\}, L}(F, G, h) \right\|_{h^p_1(R^n)} = \left\| \tilde{Q} \circ \pi_{\{M_1\}, L}(F, G, h) \right\|_{\mathcal{V}^p(R^n \times (0, 1]) \oplus \mathcal{V}^p(R^n \times (0, 1]) \oplus L^p_0(R^n)},
$$

where $\tilde{Q}$ is as in (3.40). Since $\tilde{M}_1 + \tilde{M}_2 > \frac{m}{2m}(\frac{1}{p} - \frac{1}{2})$ and $\tilde{M}_3 + \tilde{M}_4 > \frac{m}{2m}(\frac{1}{p} - \frac{1}{2})$, by using an argument similar to that used in the proof of Proposition 3.24, and Corollary 3.25 (observe that, since $t \in (0, 1]$, the term $e^{-t^{2m} \delta_0}$ does not affect the argument), we know that $\tilde{Q} \circ \pi_{\{M_1\}, L}$ is bounded on $\mathcal{V}^p(R^n \times (0, 1]) \oplus \mathcal{V}^p(R^n \times (0, 1]) \oplus L^p_0(R^n)$ for all $p \in (0, 2]$, which, combined with Definition 3.14, implies the boundedness of $\pi_{\{M_1\}, L}$ from $\mathcal{V}^p(R^n \times (0, 1])$ to $h^p_1(R^n)$.

The case $p \in (2, \infty)$ follows from the dualities of the spaces $h^p_1(R^n)$, $\mathcal{V}^p(R^n \times (0, 1])$ and $L^p_0(R^n)$ for $p \in (1, \infty)$, and the duality between the operators $\tilde{Q}_{\{M_1\}, L}$ and $\pi_{\{M_1\}, L}$, the details being omitted. This finishes the proof of Proposition 3.26.

**Remark 3.27.** Let $\{M_j\}_{j=1}^n \subset \mathbb{Z}_+$ and $f \in L^2(R^n)$. For all $(x, t) \in R^{n+1}_+$, define the operator $\tilde{Q}_{\{M_j\}, L}$ by setting

$$
(3.41) \quad \tilde{Q}_{\{M_j\}, L}(f)(x, t) := \left( (t^{2m} L)^{M_1} (t^{2m} \delta_0)^{M_2} e^{-t^{2m} L}(f)(x), (t^{2m} L)^{M_3} (t^{2m} \delta_0)^{M_4} e^{-t^{2m}(L+\delta_0)}(f)(x),
$$

$$
(L + \delta_0)^{M_5} e^{-L}(f)(x) \right),
$$

where $\delta_0$ is as in (2.7).

Let $(F, G, h) \in t^2(R^n \times (0, 1]) \oplus t^2(R^n \times (0, 1]) \oplus L^2_0(R^n)$. For all $x \in R^n$, define the operator $\tilde{\pi}_{\{M_j\}, L}$ by setting

$$
\tilde{\pi}_{\{M_j\}, L}(F, G, h)(x)
$$
We point out that the local Calderón reproducing formula (3.13), originally holding of the space where

\[ T_{M_1, M_2, t, L}(F(\cdot, t))(x) \sim \int_0^1 \tilde{T}_{M_5, M_4, t, L}(G(\cdot, t))(x) \frac{dt}{t} \quad \text{and} \quad \tilde{S}_{M_5, L}(h)(x), \]

where \( \tilde{T}_{M_5, M_4, t, L} \) and \( \tilde{S}_{M_5, L} \) are defined as in (3.41).

We point out that the operators \( \tilde{Q}_{(M_1), L} \) and \( \tilde{\Pi}_{(M_1), L} \) satisfy the same bounded properties as those of \( \Pi_{(M_1), L} \) and \( Q_{(M_1), L} \) in Proposition 3.26, since the term \( e^{-t^{2m}\delta_0} \) does not affect the arguments when \( t \in (0, 1] \).

**Remark 3.28.** We point out that the local Calderón reproducing formula (3.13), originally holding true in \( L^2(\mathbb{R}^n) \), can be extended to \( h_p^p(\mathbb{R}^n) \) for all \( p \in (0, \infty) \). Indeed, rewrite the local Calderón reproducing formula (3.13) into

\[
f = \sum_{M+2 \leq j \leq 2(M+1)} \tilde{C}_j \int_0^1 (t^{2m}L)^{j-M} (t^{2m}\delta_0)^{2(M+1)-j} e^{-t^{2m}(L+\delta_0)} \left[ \left( t^{2m}L \right)^{-M} e^{-t^{2m}(L+\delta_0)}(f) \right] \frac{dt}{t} + \sum_{0 \leq j \leq 2M+1} \tilde{C}_j \int_0^1 (t^{2m}L)^{j-1} (t^{2m}\delta_0)^{2(M+1)-j-M} e^{-t^{2m}(L+\delta_0)} \left[ (t^{2m}L)^{M} e^{-t^{2m}(L+\delta_0)}(f) \right] \frac{dt}{t} + \sum_{k=0}^{2(M+1)} C_k(L+\delta_0)^k e^{-(L+\delta_0)}(f),
\]

where \( M > \frac{n}{2m} \left( \frac{1}{p} - \frac{1}{2} \right) \), and \( \tilde{C}_j \) and \( C_k \) are as in (3.13). This, together with Proposition 3.26 and the density of \( L^2(\mathbb{R}^n) \cap h_p^p(\mathbb{R}^n) \) in \( h_p^p(\mathbb{R}^n) \) with \( p \in (0, 2] \), implies that the above local Calderón reproducing formula holds true in \( h_p^p(\mathbb{R}^n) \) for all \( p \in (0, 2] \). Using duality, we know that the local Calderón formula can be extended to \( h_p^p(\mathbb{R}^n) \) for all \( p \in (2, \infty) \).

We now establish the square function characterization of \( h_p^p(\mathbb{R}^n) \).

**Definition 3.29.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \( (\tilde{\mathcal{E}}) \), and let \( \delta_0 \in (0, \infty) \) be as in Definition 3.14 and \( M_1, M_2 \in \mathbb{Z}_+ \).

For all \( f \in L^2(\mathbb{R}^n) \) and \( x \in \mathbb{R}^n \), let \( S_{M_1, L, \text{loc}}(f) \) be the local square function of \( f \) defined by setting

\[
S_{M_1, L, \text{loc}}(f)(x) := \left[ \int_0^1 \int_{|y-x|<t} \left| (t^{2m}L)^{M_1} e^{-t^{2m}L(f)(y)} \right|^2 \frac{dy dt}{t^{n+1}} \right]^{1/2}
\]

and \( S_{M_2, L, \delta_0, \text{loc}}(f) \) the local square function of \( f \) defined by setting

\[
S_{M_2, L, \delta_0, \text{loc}}(f)(x) := \left[ \int_0^1 \int_{|y-x|<t} \left| (t^{2m}L)^{M_2} e^{-t^{2m}(L+\delta_0)}(f)(y) \right|^2 \frac{dy dt}{t^{n+1}} \right]^{1/2},
\]

where \( \delta_0 \) is as in (2.7). Then the local Hardy space \( h_p^p(M_1, M_2, L)(\mathbb{R}^n) \) is defined as the completion of the space

\[
\left\{ f \in L^2(\mathbb{R}^n) : \|f\|_{h_p^p(M_1, M_2, L)(\mathbb{R}^n)} := \|S_{M_1, L, \text{loc}}(f)\|_{L^p(\mathbb{R}^n)} + \|S_{M_2, L, \delta_0, \text{loc}}(f)\|_{L^p(\mathbb{R}^n)} + \|e^{-L}(f)\|_{L^p_0(\mathbb{R}^n)} < \infty \right\}
\]
with respect to the quasi-norm \( \| \cdot \|_{h^p_{(M_1, M_2), L}(\mathbb{R}^n)} \), where \( M_1 \) and \( M_2 \) satisfy

\[
\begin{cases}
M_1, M_2 \in \mathbb{N}, & \text{when } p \in (0, 2], \\
M_1, M_2 > \frac{n}{2m} \left( \frac{1}{2} - \frac{1}{p} \right), & \text{when } p \in (2, \infty).
\end{cases}
\]

Observe that, if \( L \) satisfies the Ellipticity condition \((\mathcal{E})\), then we can choose \( \delta_0 \equiv 0 \) and hence \( S_{M_2, L, \delta_0, \text{loc}}(f) \equiv 0 \).

**Theorem 3.30.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \((\widetilde{\mathcal{E}})\), and let \( M_1, M_2 \in \mathbb{N} \) be as in Definition 3.29. Then, for all \( p \in (0, \infty) \), \( h^p_L(\mathbb{R}^n) = h^p_{(M_1, M_2), L}(\mathbb{R}^n) \) with equivalent quasi-norms.

**Proof.** We first consider the case \( p \in (0, 2] \). Let \( f \in L^2(\mathbb{R}^n) \cap h^p_L(\mathbb{R}^n) \). By Definition 3.29 and Remark 3.27, we know that

\[
\| f \|_{h^p_{(M_1, M_2), L}(\mathbb{R}^n)} = \left\| \left( (t^{2m} L)^{M_1} e^{-t^{2m} L} (f), (t^{2m} \delta_0)^{M_2} e^{-t^{2m} (L+\delta_0)} (f), e^{-L} (f) \right) \right\|_{L^p(\mathbb{R}^n \times (0, 1])} \lesssim \| f \|_{h^p_L(\mathbb{R}^n)},
\]

which implies that

\[
(L^2(\mathbb{R}^n) \cap h^p_L(\mathbb{R}^n)) \subset \left( L^2(\mathbb{R}^n) \cap h^p_{(M_1, M_2), L}(\mathbb{R}^n) \right).
\]

On the other hand, let \( f \in L^2(\mathbb{R}^n) \cap h^p_{(M_1, M_2), L}(\mathbb{R}^n) \). By the local Calderón reproducing formula (3.13) with the same positive constants \( \tilde{C}_{(j)} \) and \( C_{(k)} \) as in (3.13), we write

\[
(3.43) \quad f = \sum_{M+2 \leq j \leq 2(M+1)} \tilde{C}_{(j)} \int_0^1 (t^{2m} L)^j (t^{2m} \delta_0)^{2(M+1)-j} e^{-2t^{2m} (L+\delta_0)} (f) \frac{dt}{t} + \sum_{0 \leq j \leq M+1} \tilde{C}_{(j)} \int_0^1 \cdots \int_0^1 \sum_{k=0}^{2(M+1)} C_{(k)} (L+\delta_0)^k e^{-2(L+\delta_0)} (f) \frac{dt}{t} \]

\[
= \int_0^1 \sum_{M+2 \leq j \leq 2(M+1)} \tilde{C}_{(j)} \left( (t^{2m} L)^{j-M_1} (t^{2m} \delta_0)^{2(M+1)-j} e^{-t^{2m} (L+\delta_0)} e^{-t^{2m} \delta_0} \frac{dt}{t} \right) + \sum_{0 \leq j \leq M+1} \tilde{C}_{(j)} \left( (t^{2m} L)^j (t^{2m} \delta_0)^{2(M+1)-j-M_2} e^{-t^{2m} (L+\delta_0)} \right) \frac{dt}{t} \]

\[
\times \left[ (t^{2m} \delta_0)^{M_2} e^{-t^{2m} (L+\delta_0)} (f) \right] \frac{dt}{t} + \sum_{k=0}^{2(M+1)} C_{(k)} (L+\delta_0)^k e^{-L (L+\delta_0)} e^{-\delta_0} [e^{-L} (f)] \]

\[
=: \Pi_{M_1, M_2} \circ \mathcal{Q}_{M_1, M_2}(f),
\]

where, for all \( f \in L^2(\mathbb{R}^n) \) and \((x, t) \in \mathbb{R}^n \times (0, 1], \)

\[
(3.44) \quad \mathcal{Q}_{M_1, M_2}(f)(x, t) := \left( (t^{2m} L)^{M_1} e^{-t^{2m} L} (f)(x), (t^{2m} \delta_0)^{M_2} e^{-t^{2m} (L+\delta_0)} (f)(x), e^{-L} (f)(x) \right)
\]

and, for all \((F, G, h) \in t^2(\mathbb{R}^n \times (0, 1]) \oplus t^2(\mathbb{R}^n \times (0, 1]) \oplus L^2(\mathbb{R}^n) \) and \( x \in \mathbb{R}^n, \)

\[
(3.45) \quad \Pi_{M_1, M_2}(F, G, h)(x)
\]
\[
\begin{align*}
&:= \int_0^1 \sum_{M+2 \leq j \leq 2(M+1)} \tilde{C}(j) \left( t^{2m} L \right)^{j-M_1} (t^{2m} \delta_0)^{2(M+1)-j} \\
&\times e^{-t^{2m}(L+\delta_0)} e^{-t^{2m} \delta_0} (F(\cdot, t))(x) \frac{dt}{t} \\
&+ \int_0^1 \sum_{0 < j \leq M+1} \tilde{C}(j) \left( t^{2m} L \right)^j (t^{2m} \delta_0)^{2(M+1)-j-M_2} e^{-t^{2m}(L+\delta_0)} (G(\cdot, t))(x) \frac{dt}{t} \\
&+ \sum_{k=0}^{2(M+1)} C_{(k)} (L + \delta_0)^k e^{-(L+\delta_0)} e^{-\delta_0} (h(x)).
\end{align*}
\]

Let \( Q_0 := (t^{2m} L e^{-t^{2m} L}, t^{2m} \delta_0 e^{-t^{2m} (L+\delta_0)}, e^{-L}) \). By (3.43) and Definition 3.14, we have
\[
\|f\|_{h^p_L(\mathbb{R}^n)} \leq \|\Pi_{M_1, M_2} \circ \mathcal{Q}_{M_1, M_2}(f)\|_{h^p_L(\mathbb{R}^n)}
= \|Q_0 \circ \Pi_{M_1, M_2} \circ \mathcal{Q}_{M_1, M_2}(f)\|_{L^p(\mathbb{R}^n \times (0, 1)) \oplus L^p(\mathbb{R}^n \times (0, 1)) \oplus L^p_Q(\mathbb{R}^n)}.
\]

By Remark 3.27, we know that, for all \( p \in (0, 2] \), \( Q_0 \) is bounded from \( h^p_L(\mathbb{R}^n) \) to
\[
t^p(\mathbb{R}^n \times (0, 1)) \oplus t^p(\mathbb{R}^n \times (0, 1)) \oplus L^p_Q(\mathbb{R}^n)
\]
and \( \Pi_{M_1, M_2} \) bounded from \( t^p(\mathbb{R}^n \times (0, 1)) \oplus t^p(\mathbb{R}^n \times (0, 1)) \oplus L^p_Q(\mathbb{R}^n) \) to \( h^p_L(\mathbb{R}^n) \). Thus, \( Q_0 \circ \Pi_{M_1, M_2} \) is bounded on \( t^p(\mathbb{R}^n \times (0, 1)) \oplus t^p(\mathbb{R}^n \times (0, 1)) \oplus L^p_Q(\mathbb{R}^n) \), which, combined with Definition 3.29, shows that
\[
\|f\|_{h^p_L(\mathbb{R}^n)} \lesssim \|Q_{M_1, M_2}(f)\|_{t^p(\mathbb{R}^n \times (0, 1)) \oplus t^p(\mathbb{R}^n \times (0, 1)) \oplus L^p_Q(\mathbb{R}^n)} \sim \|f\|_{h^p_L(\mathbb{R}^n)},
\]
This implies that \( (L^2(\mathbb{R}^n) \cap h^p_L(\mathbb{R}^n), L^p(\mathbb{R}^n)) \subset (L^2(\mathbb{R}^n) \cap H^p_\mathcal{Q}(\mathbb{R}^n)). \) Hence, by a density argument, we know that, for all \( p \in (0, 2] \), \( h^p_L(\mathbb{R}^n) \) is dense in \( h^p_L(\mathbb{R}^n) \). Indeed, let \( f \in h^p_L(\mathbb{R}^n) \). By Remark 3.28, we know that the local Calderón reproducing formula \( f = \Pi_{M_1, M_2} \circ \mathcal{Q}_{M_1, M_2}(f) \) also holds true in \( h^p_L(\mathbb{R}^n) \). For any \( N \in (0, \infty) \) and \( (F, G, h) \in t^p(\mathbb{R}^n \times (0, 1)) \oplus t^p(\mathbb{R}^n \times (0, 1)) \oplus L^p_Q(\mathbb{R}^n) \), let
\[
\chi_N(F, G, h) := \left( \chi_{\{|x|<N, \frac{1}{4}<t<1\} F}, \chi_{\{|x|<N, \frac{1}{4}<t<1\} G}, \chi_{\{|x|<N\} h} \right).
\]
It is easy to see that
\[
\chi_N(F, G, h) \in (t^p(\mathbb{R}^n \times (0, 1)) \oplus t^p(\mathbb{R}^n \times (0, 1)) \oplus L^p_Q(\mathbb{R}^n))
\cap (t^2(\mathbb{R}^n \times (0, 1)) \oplus t^2(\mathbb{R}^n \times (0, 1)) \oplus L^2(\mathbb{R}^n)).
\]
Thus, let \( f_N := \Pi_{M_1, M_2} \circ \chi_N \mathcal{Q}_{M_1, M_2}(f) \). Since \( \mathcal{Q}_{M_1, M_2}(f) \in t^p(\mathbb{R}^n \times (0, 1)) \oplus t^p(\mathbb{R}^n \times (0, 1)) \oplus L^p_Q(\mathbb{R}^n) \), we have \( f_N \in h^p_L(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \) and \( \lim_{N \to \infty} f_N = f \) in \( h^p_L(\mathbb{R}^n) \). This implies the density of \( L^2(\mathbb{R}^n) \cap h^p_L(\mathbb{R}^n) \) in \( h^p_L(\mathbb{R}^n) \).

Now, we turn to the proof of \( h^p_L(\mathbb{R}^n) = h^p_L(\mathbb{R}^n) \) with equivalent quasi-norms for \( p \in (2, \infty) \). The inclusion that \( (L^2(\mathbb{R}^n) \cap h^p_L(\mathbb{R}^n)) \subset (L^2(\mathbb{R}^n) \cap h^p_{(M_1, M_2), L}(\mathbb{R}^n)) \) is similar to the case when \( p \in (0, 2] \) (see estimate (3.42) for some details; here, we need the assumption \( M_1, M_2 > \frac{n}{2m} (\frac{1}{p} - \frac{1}{2}) \), the details being omitted.

To prove the converse inclusion, using \( h^p_L(\mathbb{R}^n) = (h^p_{L^\ast}(\mathbb{R}^n))^\ast \), the local Calderón reproducing formula (3.43), \( M_1, M_2 > \frac{n}{2m} (\frac{1}{p} - \frac{1}{2}) \) and Remark 3.27, we know that there exists \( g \in h^p_{L^\ast}(\mathbb{R}^n) \cap \)
Let \( h_\text{loc}^p (\mathbb{R}^n) \) with \( \|g\|_{h_\text{loc}^p (\mathbb{R}^n)} \leq 1 \) such that
\[
\|f\|_{h_\text{loc}^p (\mathbb{R}^n)} \sim \left| \int_{\mathbb{R}^n} f(x)g(x) \, dx \right| \sim \left| \int_{\mathbb{R}^n} \Pi_{M_1, M_2} \circ Q_{M_1, M_2}(f)(x)g(x) \, dx \right|
\]
\[
\sim \left| \int_{\mathbb{R}^n} Q_{M_1, M_2}(f)(x)(\Pi_{M_1, M_2})^*(g)(x) \, dx \right|
\]
\[
\lesssim \|Q_{M_1, M_2}(f)\|_{L^p(\mathbb{R}^n)} \| \Pi_{M_1, M_2} \circ Q_{M_1, M_2}(f) \|_{L^p(\mathbb{R}^n)} \|g\|_{h_\text{loc}^p (\mathbb{R}^n)}
\]
which implies that \((h_\text{loc}^p(M_1, M_2), L_p(\mathbb{R}^n)) \subset (h_\text{loc}^p(M_1, M_2), L^2(\mathbb{R}^n))\) for \( p \in (2, \infty) \). Thus, by the density of \( h_\text{loc}^p(M_1, M_2), L^2(\mathbb{R}^n) \) in \( h_\text{loc}^p(M_1, M_2), L^p(\mathbb{R}^n) \), we conclude that \( h_\text{loc}^p(M_1, M_2), L_p(\mathbb{R}^n) \) is a complex interpolation of \( L_p^0(\mathbb{R}^n) \) with equivalent quasi-norms. This finishes the proof of Theorem 3.30.

The square function characterization of \( h_\text{loc}^p(M_1, M_2), L_p(\mathbb{R}^n) \) enables us to establish the following complex interpolation of \( h_\text{loc}^p(M_1, M_2), L_p(\mathbb{R}^n) \).

**Theorem 3.31.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \((\mathcal{E})\), and let \( 0 < p_1 < p_2 < \infty, \theta \in (0, 1) \) and \( p \in (0, \infty) \) satisfy \( \frac{1}{p} = \frac{1-\theta}{p_1} + \frac{\theta}{p_2} \). Then \( [h_\text{loc}^p(M_1, M_2), L_p(\mathbb{R}^n)]_{\theta} = L_\theta^p(\mathbb{R}^n) \), where \([\cdot, \cdot]_{\theta}\) denotes the complex interpolation (see, for example, [47, Section 7]).

**Proof.** Let \( Q_{M_1, M_2}, \Pi_{M_1, M_2} \) be, respectively, as in (3.44) and (3.45). By Theorem 3.30 and the local Calderón reproducing formula (3.43), we know that \( h_\text{loc}^p(M_1, M_2), L_p(\mathbb{R}^n) \) is a retract of \( L_p^0(\mathbb{R}^n) \) into \( h_\text{loc}^p(M_1, M_2), L_p(\mathbb{R}^n) \) via \( Q_{M_1, M_2} \) and \( \Pi_{M_1, M_2} \). Thus, Theorem 3.31 follows immediately from the complex interpolation of \( \theta^p(\mathbb{R}^n \times (0, 1]) \oplus \theta^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_\theta(\mathbb{R}^n) \).

To finish the proof of Theorem 3.31, we give a brief proof of the complex interpolation of \( \theta^p(\mathbb{R}^n \times (0, 1]) \oplus \theta^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_\theta(\mathbb{R}^n) \). Indeed, from their definitions, it is easy to see that, for all \( p \in (0, \infty) \), the spaces \( \theta^p(\mathbb{R}^n \times (0, 1]) \) and \( L^p_\theta(\mathbb{R}^n) \) are analytically convex (see [47] for the notions of analytically convex spaces and also [43, (8.26)] for a similar argument). This implies that \( \theta^p(\mathbb{R}^n \times (0, 1]) \oplus \theta^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_\theta(\mathbb{R}^n) \) is also analytically convex.

Now, for all \((F, G, h) \in \theta^p(\mathbb{R}^n \times (0, 1]) \oplus \theta^p(\mathbb{R}^n \times (0, 1]) \oplus L^p_\theta(\mathbb{R}^n)\), let \( P_1(F, G, h) := F, P_2(F, G, h) := G, \) and \( P_3(F, G, h) := h \). By [47, Lemma 7.11], the complex interpolations of \( \theta^p(\mathbb{R}^n \times (0, 1]) \) and \( L^p_\theta(\mathbb{R}^n) \) (see [17, Theorems 3.10 and 4.10]), we know that, for all \( 0 < p_1 < p_2 < \infty, \theta \in (0, 1) \) and \( p \in (0, \infty) \) satisfying \( \frac{1}{p} = \frac{1-\theta}{p_1} + \frac{\theta}{p_2} \),
\[
t^p = [t^{p_1}, t^{p_1}]_{\theta} = P_1 \left( \left[ t^{p_1} + t^{p_2} + L_{Q_1}^{p_1}, t^{p_1} + t^{p_2} + L_{Q_1}^{p_1} \right]_{\theta} \right),
\]
\[
t^p = [t^{p_2}, t^{p_2}]_{\theta} = P_2 \left( \left[ t^{p_2} + t^{p_1} + L_{Q_1}^{p_2}, t^{p_2} + t^{p_1} + L_{Q_1}^{p_2} \right]_{\theta} \right),
\]
and
\[
L^p_\theta = \left[ L_{Q_1}^{p_1}, L_{Q_1}^{p_1} \right]_{\theta} = P_3 \left( \left[ t^{p_1} + t^{p_2} + L_{Q_1}^{p_1}, t^{p_1} + t^{p_2} + L_{Q_1}^{p_1} \right]_{\theta} \right),
\]
which, together with the facts that \( P_1, P_2, P_3 \equiv 1 \) in \( (t^{p_1} + t^{p_2} + L_{Q_1}^{p_1}) + (t^{p_1} + t^{p_2} + L_{Q_1}^{p_1}) \) and that \( \left[ t^{p_1} + t^{p_2} + L_{Q_1}^{p_1}, t^{p_1} + t^{p_2} + L_{Q_1}^{p_1} \right]_{\theta} \subset (\left[ t^{p_1} + t^{p_2} + L_{Q_1}^{p_1} \right] + (t^{p_1} + t^{p_2} + L_{Q_1}^{p_1})) \), imply that
\[
\left[ t^{p_1} + t^{p_2} + L_{Q_1}^{p_1}, t^{p_1} + t^{p_2} + L_{Q_1}^{p_1} \right]_{\theta} = t^p + t^p + L^p_\theta.
\]
This finishes the proof of Theorem 3.31.

\(\square\)
4 The Hardy space $H_{L+\delta}^p(\mathbb{R}^n)$ associated with $L + \delta$

In this section, let $L$ be as in (1.1) and satisfy the Weak ellipticity condition ($\tilde{\mathcal{E}}$). Let $\delta_0 \in [0, \infty)$ be as in (2.7). From the arguments below (2.7), we deduce that $L + \delta_0$ is of type $\omega$ with $\omega \in [0, \frac{\pi}{2}]$ and satisfies the bounded functional calculus in $L^2(\mathbb{R}^n)$. Moreover, by Proposition 2.10, we know that there exists a positive constant $\kappa$ such that, for all $k \in \mathbb{Z}_+$, the family $\Gamma(\mathcal{E}^k) = \kappa e^{-t(L+\delta)}$, and satisfies the off-diagonal estimates as in (2.18). This implies that the Hardy space $H_{\kappa}$ satisfies all the above properties, which indicates that it is possible to introduce the following Hardy spaces associated with the operator $L + \delta$.

**Definition 4.1.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition ($\tilde{\mathcal{E}}$), and let $\delta \in (0, \infty)$ be as in (4.1).

For all $p \in (0, 2]$, the Hardy space $H_{L+\delta}^p(\mathbb{R}^n)$ is defined as the completion of the space

\[ \{ f \in L^2(\mathbb{R}^n) : \|f\|_{H_{L+\delta}^p(\mathbb{R}^n)} := \|S_{L+\delta}(f)\|_{L^p(\mathbb{R}^n)} < \infty \} \]

with respect to the quasi-norm $\| \cdot \|_{H_{L+\delta}^p(\mathbb{R}^n)}$, where, for all $f \in L^2(\mathbb{R}^n)$ and $x \in \mathbb{R}^n$, the square function $S_{L+\delta}(f)$ is defined by setting

\[ S_{L+\delta}(f)(x) := \left[ \iint_{\Gamma(x)} |t^{2m}(L+\delta)e^{-t^2m(L+\delta)}(f)(y)|^2 \frac{dydt}{t^{n+1}} \right]^{1/2} \]

and $\Gamma(x)$ for all $x \in \mathbb{R}^n$ is as in (1.2).

For $p \in (2, \infty)$, $H_{L+\delta}^p(\mathbb{R}^n)$ is defined as the dual space of $H_{L+\delta}^{p'}(\mathbb{R}^n)$, where $L^*$ denotes the adjoint operator of $L$ in $L^2(\mathbb{R}^n)$ and $p'$ the conjugate exponent of $p$.

**Remark 4.2.** (i) We point out that, from the arguments below (2.7), it follows that $L + \delta$ is a one-to-one operator of type $\omega \in [0, \frac{\pi}{2}]$ having a bounded $H_\infty$ functional calculus in $L^2(\mathbb{R}^n)$ and satisfying the off-diagonal estimates as in (2.18). This implies that the Hardy space $H_{L+\delta}^p(\mathbb{R}^n)$, for $p \in (0, 1]$, falls into the scope of [16], where the authors introduced the Hardy spaces associated with some abstract operators satisfying the above assumptions. Thus, by [16, Theorems 4.5 and 5.2], we know that $H_{L+\delta}^p(\mathbb{R}^n)$ for $p \in (0, 1]$ has characterizations in terms of the molecule and the square function, respectively (see Definition 4.3 below for the notion of $H_{L+\delta}^p(\mathbb{R}^n)$-molecules).

(ii) We also point out that, for all $p \in (0, \infty)$, $H_{L+\delta}^p(\mathbb{R}^n)$ forms a complex interpolation scale as in Theorem 3.31, since $H_{L+\delta}^p(\mathbb{R}^n)$ is a retract of the tent space $T^p(\mathbb{R}^{n+1})$.

(iii) Let $(p_-(L+\delta), p_+(L+\delta))$ denote the maximal interval of exponents $p \in [1, \infty]$ such that $\{e^{-t(L+\delta)}\}_{t>0}$ is bounded on $L^p(\mathbb{R}^n)$. Since $L + \delta$ has a bounded functional calculus in $L^2(\mathbb{R}^n)$, we know $2 \in (p_-(L+\delta), p_+(L+\delta))$. Similar to the proof of [43, Proposition 9.1(v)], we obtain $H_{L+\delta}^p(\mathbb{R}^n) = L^p(\mathbb{R}^n)$ for all $p \in (p_-(L+\delta), p_+(L+\delta))$ with equivalent quasi-norms.

We now state the molecular characterization of $H_{L+\delta}^p(\mathbb{R}^n)$. 
Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition $(\tilde{E})$, and let $\delta$ be as in Definition 4.1, $p \in (0, 1]$, $\epsilon \in (0, \infty)$ and $M \in \mathbb{N}$. A function $\alpha \in L^2(\mathbb{R}^n)$ is called a $(p, 2, M, \epsilon)_{L+\delta}$-molecule, if there exists a ball $B \subset \mathbb{R}^n$ such that, for each $\ell \in \{0, \ldots, M\}$, $\alpha$ belongs to the range of $(L + \delta)^\ell$ in $L^2(\mathbb{R}^n)$ and, for all $i \in \mathbb{Z}_+$ and $\ell \in \{0, \ldots, M\}$,
\[
\left\| (r_B^{-2n} [L + \delta])^{-\ell} (\alpha) \right\|_{L^2(S_i(B))} \leq 2^{-\epsilon r_B} |2^n B|^{1 - \frac{2}{p}}.
\]

Assume that $\{\alpha_j\}_j$ is a sequence of $(p, 2, M, \epsilon)_{L+\delta}$-molecules and $\{\lambda_j\}_j \in l^p$. For any $f \in L^2(\mathbb{R}^n)$, if $f = \sum_j \lambda_j \alpha_j$ holds true in $L^2(\mathbb{R}^n)$, then $\sum_j \lambda_j \alpha_j$ is called a molecular $(p, 2, M, \epsilon)_{L+\delta}$-representation of $f$.

**Definition 4.4.** Let $L$ be as in (1.6) and satisfy the Ellipticity condition $(E_0)$, and let $p \in (0, 1]$, $\epsilon \in (0, \infty)$ and $M \in \mathbb{N}$. The molecular Hardy space $H^p_{L+\delta, \text{mol}, M, \epsilon}(\mathbb{R}^n)$ is defined as the completion of the space
\[
H^p_{L+\delta, \text{mol}, M, \epsilon}(\mathbb{R}^n) := \{ f \in L^2(\mathbb{R}^n) : f \text{ has a molecular (} p, 2, M, \epsilon)_{L+\delta}\text{-representation} \}
\]
with respect to the quasi-norm
\[
\|f\|_{H^p_{L+\delta, \text{mol}, M, \epsilon}(\mathbb{R}^n)} := \inf \left\{ \left( \sum_j |\lambda_j|^p \right)^{1/p} : f = \sum_j \lambda_j \alpha_j \text{ is a molecular} \right\},
\]
where the infimum is taken over all the molecular $(p, 2, M, \epsilon)_{L+\delta}$-representations of $f$ as above.

**Theorem 4.5** ([16]). Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition $(\tilde{E})$, and let $\delta$ be as in Definition 4.1, $p \in (0, 1]$, $\epsilon \in (0, \infty)$ and $M \in \mathbb{N}$ such that $M > \frac{n}{2m} \left( \frac{1}{p} - \frac{2}{2} \right)$. Then $H^p_{L+\delta}(\mathbb{R}^n) = H^p_{L+\delta, \text{mol}, M, \epsilon}(\mathbb{R}^n)$ with equivalent quasi-norms.

We now establish the equivalence between $h^p_L(\mathbb{R}^n)$ and $H^p_{L+\delta}(\mathbb{R}^n)$ for $p \in (0, 1]$.

**Theorem 4.6.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition $(\tilde{E})$, and let $\delta$ be as in Definition 4.1 and $h^p_L(\mathbb{R}^n)$ as in Definition 3.14. Then, for all $p \in (0, 1]$, $h^p_L(\mathbb{R}^n) = H^p_{L+\delta}(\mathbb{R}^n)$ with equivalent quasi-norms.

**Proof.** We first prove $(H^p_{L+\delta}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)) \subset (h^p_L(\mathbb{R}^n) \cap L^2(\mathbb{R}^n))$. To this end, let $f \in H^p_{L+\delta}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$. By Theorem 4.5 and Definition 3.14 together with Fatou’s lemma, we see that it suffices to show, for each $(p, 2, M, \epsilon)_{L+\delta}$-molecule $\alpha$ associated with the ball $B := B(x_B, r_B)$ with $x_B \in \mathbb{R}^n$ and $r_B \in (0, \infty)$,
\[
\|S_{L, \text{loc}}(\alpha)\|_{L^p(\mathbb{R}^n)} \lesssim 1,
\]
\[
\|S_{L, \delta, \text{loc}}(\alpha)\|_{L^p(\mathbb{R}^n)} \lesssim 1
\]
and
\[
\|e^{-L}(\alpha)\|_{L^p(\mathbb{R}^n)} \lesssim 1.
\]
We first prove (4.3) by considering two cases on the size of \( r_B \). If \( r_B \geq 1 \), using Proposition 2.10 and an argument same as that used in (3.23), we know that there exists a positive constant \( \eta \) such that

\[
(4.6) \quad \|S_{L, \text{loc}}(\alpha)\|_{L^2(S_j(B))}^2 \lesssim 2^{-j\eta}|2^jB|^{1-\frac{\beta}{2}},
\]

which, together with Hölder’s inequality, implies that

\[
\|S_{L, \text{loc}}(\alpha)\|_{L^p(\mathbb{R}^n)} \lesssim \sum_{j \in \mathbb{Z}_+} \|S_{L, \text{loc}}(\alpha)\|_{L^2(S_j(B))} |2^jB|^\frac{\beta-3}{2} \lesssim 1.
\]

That is, (4.3) holds true in this case.

If \( r_B < 1 \), then, by Fubini’s theorem, we first write

\[
\|S_{L, \text{loc}}(\alpha)\|_{L^2(S_j(B))}^2 = \int_{S_j(B)} \left[ \int_0^1 \left( \int_0^{c_j} + \int_{c_j}^1 \right) |2^m Le^{-t^2mL}(\alpha)(y)|^2 \frac{dy dt}{t^{n+1}} \right] dx
\]

where, \( c_j := \min\{2^{j-3}r_B, 1\} \). If \( j \leq 3 \), we only need to use the local quadratic estimates as in (3.11) to replace the off-diagonal estimates used in the case \( j > 3 \) and, if \( 2^{j-3}r_B \geq 1 \), we only need to estimate \( A_j \).

We first estimate \( A_j \). By Hölder’s inequality, Fubini’s theorem, Proposition 2.10 and Definition 4.3, we see that there exists a positive constant \( \eta \) such that

\[
(4.7) \quad A_j \lesssim \int_0^{2^{j-3}r_B} \int_{\tilde{S}_j(B)} |\chi_{2^m Le^{-t^2mL}}(\alpha)(y)|^2 \frac{dy dt}{t^{n+1}} \lesssim 2^{-j\eta}|2^jB|^{1-\frac{\beta}{2}}.
\]

To bound \( B_j \) in the case of \( 2^{j-2}r_B < 1 \), from the semigroup property of \( e^{-tL} \), the fact that the family \( \{e^{2mLe^{-\frac{1}{2}L^2mL}} \}_{t \in [0,1]} \) of operators is bounded on \( L^2(\mathbb{R}^n) \), Definition 4.3 and \( M > \frac{n}{2m}\left(\frac{1}{\beta} - \frac{1}{2}\right) \), we deduce that

\[
B_j \lesssim \int_0^{2^{j-3}r_B} \int_{\mathbb{R}^n} |2^{2mLe^{-\frac{1}{2}L^2mL}} \left[ e^{2m(L+\delta)e^{-\frac{1}{2}L^2mL}} \right]^M (L+\delta)^{-2M}(\alpha)(y)|^2 \frac{dy dt}{t^{4mM+1}} \lesssim 2^{-j[4mMn-\left(\frac{\beta}{2} - 1\right)]}|2^jB|^{1-\frac{\beta}{2}}.
\]

This, combined with (4.7), shows that (4.6) also holds true when \( r_B < 1 \). Thus, (4.3) also holds true in this case.

The proof of (4.4) is similar to that of (4.3), the details being omitted.

We now turn to the proof of (4.5). If \( r_B \geq 1 \), using Proposition 2.10 and Definition 4.3, we see that there exists a positive constant \( \eta \) such that, for all \( j \in \mathbb{N} \),

\[
\|\chi_{S_j(B)} e^{-L}(\alpha)\|_{L^2(\mathbb{R}^n)} \lesssim \|\chi_{S_j(B)} e^{-L}(\chi_{\bar{S}_j(B)}\alpha)\|_{L^2(\mathbb{R}^n)} + \|\chi_{S_j(B)} e^{-L}(\chi_{\mathbb{R}^n \setminus \bar{S}_j(B)}\alpha)\|_{L^2(\mathbb{R}^n)} \lesssim 2^{-j\eta}|2^jB|^{\frac{\beta}{2}} \lesssim 2^{-j\eta}|2^jB|^{\frac{\beta}{2}},
\]

(see, for example, the estimate (3.23) for more details). This shows that \( e^{-L}(\alpha) \) is an \( H^p_\beta(\mathbb{R}^n) \)-molecule associated with \( B \) up to a harmless positive constant multiple, which, together with Proposition 3.8, implies that (4.5) holds true in this case.
If $r_B < 1$, let $B^* := \frac{1}{r_B} B := B(x_B, 1)$. For all $j \in \mathbb{Z}_+$, we write
\[
\|\chi_{S_j(B^*)} e^{-L}(\alpha)\|_{L^2(\mathbb{R}^n)} 
= \|\chi_{S_j(B^*)} (L + \delta)^M e^{-L} \left( \sum_{l \in \mathbb{N}} \chi_{S_j(B)} (L + \delta)^{-M}(\alpha) \right)\|_{L^2(\mathbb{R}^n)} 
\leq \|\chi_{S_j(B^*)} (L + \delta)^M e^{-L} \left( \sum_{l \in \mathbb{N}, 2^{l+\epsilon} \leq 2^{l+\epsilon; \frac{2}{m}} \text{ or } 2^{l+\epsilon; \frac{2}{m}} \leq 2^{l+\epsilon; \frac{2}{m}} } \chi_{S_j(B)} (L + \delta)^{-M}(\alpha) \right)\|_{L^2(\mathbb{R}^n)} + \sum_{l \in \mathbb{N}, 2^{l+\epsilon} \leq 2^{l+\epsilon; \frac{2}{m}} } \|\chi_{S_j(B^*)} (L + \delta)^M e^{-L} \left( \chi_{S_j(B)} (L + \delta)^{-M}(\alpha) \right)\|_{L^2(\mathbb{R}^n)} =: I + J.
\]

Since $(L + \delta)^M e^{-L}$ satisfies the off-diagonal estimates as in (2.19), the estimates for $I$ and $J$ are similar to those for $I$ and $J$ in (3.27), respectively. Thus, we conclude that $e^{-L}(\alpha)$ is an $H^p_{L^2}(\mathbb{R}^n)$-molecule associated with $B^*$ up to a harmless positive constant multiple, which, together with Proposition 3.8, implies that $\|e^{-L}(\alpha)\|_{L^p_{\mathcal{E}}(\mathbb{R}^n)} \leq 1$. This shows that (4.5) holds true when $r_B < 1$, which, combined with (4.3) and (4.4), implies $(H^p_{L^2+\epsilon}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)) \subset (h^p_{L^2}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n))$.

We now turn to the proof of the converse inclusion. To this end, by Theorem 3.18, we only need to show that, for all $\epsilon \in (0, \infty)$, $M \in \mathbb{N}$ satisfying $M > \frac{m}{2m} \left( \frac{1}{2} - \frac{1}{2} \right)$ and any local $(p, 2, M, \epsilon)$-molecule $\tilde{\alpha}$ associated with the ball $\tilde{B} := B(x_{\tilde{B}}, r_{\tilde{B}})$ for some $x_{\tilde{B}} \in \mathbb{R}^n$ and $r_{\tilde{B}} \in (0, \infty)$,
\[
(4.8) \quad \|S_{L+\delta}(\tilde{\alpha})\|_{L^p(\mathbb{R}^n)} \lesssim 1.
\]

If $r_{\tilde{B}} \geq 1$, for all $j \in \mathbb{Z}_+$, we first write
\[
\|S_{L+\delta}(\tilde{\alpha})\|_{L^2(\mathbb{R}^n)}^2
= \int_{S_j(\tilde{B})} \left[ \int_0^t \int_{\{|y| < |x| < t\}} \left| I^{2m}(L + \delta) e^{-i\tau^{m}(L+\delta)}(\tilde{\alpha})(y) \right|^2 \frac{dydt}{t^{n+1}} \right] dx
= \int_{S_j(\tilde{B})} \left[ \left( \int_0^{2^{-j}r_{\tilde{B}}} + \int_{2^{-j}r_{\tilde{B}}}^{r_{\tilde{B}}} \right) \int_{|y| < |x| < t} \left| I^{2m}(L + \delta) \right|^2 \frac{dydt}{t^{n+1}} \right] dx := \tilde{A}_j + \tilde{B}_j,
\]
where, without loss of generality, we may assume that $j > 3$. If $j \leq 3$, we only need to use the quadratic estimates of $L + \delta$ to replace the off-diagonal estimates used in the case $j > 3$ as follows.

We first bound $\tilde{B}_j$. Let $\tilde{b} := (L + \delta)^{-M}(\tilde{\alpha})$. From the Weak ellipticity condition $(\tilde{\mathcal{E}})$ and Corollary 2.3, we deduce that the operator $(L + \delta)^{-1} = (L + \delta)^{-\frac{1}{2}} (L + \delta)^{-\frac{1}{2}}$ is bounded on $L^2(\mathbb{R}^n)$. This shows that $\|\tilde{b}\|_{L^2(\mathbb{R}^n)} \lesssim \|\tilde{\alpha}\|_{L^2(\mathbb{R}^n)}$. Moreover, by Fubini’s theorem, the boundedness of the family $\{|I^{2m}(L + \delta)|^{M+1} e^{-i\tau^{m}(L+\delta)}\}_{\tau > 0}$ of operators on $L^2(\mathbb{R}^n)$, Definition 3.16 and the fact that $r_{\tilde{B}} \geq 1$, we find that
\[
\tilde{B}_j \lesssim \int_{2^{-j}r_{\tilde{B}}}^{\infty} \int_{\mathbb{R}^n} \left| I^{2m}(L + \delta) \right|^2 \left( e^{-i\tau^{m}(L+\delta)} \right) \frac{dydt}{t^{n+1}} \lesssim \|\tilde{b}\|_{L^2(\mathbb{R}^n)}^2 \int_{2^{-j}r_{\tilde{B}}}^{\infty} \frac{dt}{t^{n+1}} \lesssim 2^{-j} \|\tilde{\alpha}\|_{L^2(\mathbb{R}^n)}^2 \lesssim 2^{-j} \|\tilde{\alpha}\|_{L^2(\mathbb{R}^n)}^2 \lesssim 2^{-j} 2^{-j} \|\tilde{\alpha}\|_{L^2(\mathbb{R}^n)}^2 \lesssim 2^{-j} 2^{-j}
\]
which is desired.
Let us point out that the inclusion \( \mathcal{A}_j \) is independent of the size of \( r_B \). We only need bound \( \mathcal{B}_j \). Indeed, similar to (4.10), by the boundedness of the family \( \{(t^{2m}L)^M \} \) of operators on \( L^2(\mathbb{R}^n) \) (which can be deduced from the fact that, for all \( k \in \mathbb{Z}_+ \), the family \( \{(t^{2m}(L+\delta))^{k+1} e^{-t^{2m}(L+\delta)}\}_{t>0} \) of operators is bounded on \( L^2(\mathbb{R}^n) \) via mathematical induction) and Definition 3.16, we conclude that

\[
\mathcal{B}_j \lesssim \int_0^\infty \int_{\mathbb{R}^n} |(t^{2m}L)^M [t^{2m}(L+\delta)] e^{-t^{2m}(L+\delta)}L^{-M}(\tilde{\alpha})(y)|^2 \frac{dy dt}{t^{4mM+1}}
\lesssim \|L^{-M}(\tilde{\alpha})\|_{L^2(\mathbb{R}^n)}^2 \int_0^\infty \frac{dt}{t^{4mM+1}} \lesssim 2^{-j[4mM-n(3/2-1)]} \left[ 2^j B \right]^{1-\frac{2}{n}},
\]

which implies that (4.8) holds true for \( r_B < 1 \). This proves \( h^p_{L+\delta}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) = H^p_{L+\delta}(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \) with equivalent quasi-norms, which, combined with a density argument, completes the proof of Theorem 4.6.

We now establish the equivalence between \( h^p_{L}(\mathbb{R}^n) = H^p_{L+\delta}(\mathbb{R}^n) \) for \( p \in (1, \infty) \). To this end, we need the following result.

**Lemma 4.7.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \( (\tilde{E}) \). Then \( h^2_{L}(\mathbb{R}^n) = L^2(\mathbb{R}^n) \) with equivalent quasi-norms.

*Proof.* We point out that the inclusion \( L^2(\mathbb{R}^n) \subset h^2_{L}(\mathbb{R}^n) \) follows immediately from Definition 3.14 and the boundedness of \( \tilde{S}_{L,\text{loc}}, \tilde{S}_{L,\delta,\text{loc}} \) and \( e^{-tL} \) on \( L^2(\mathbb{R}^n) \), while the converse inclusion follows from the local Calderón reproducing formula (3.43) and Remark 3.27 (see the proof of [43, Proposition 9.1(v)] for a similar argument with more details). This finishes the proof of Lemma 4.7.

Combining Theorem 4.6, Lemma 4.7, Definition 3.14, Theorem 3.31, and the interpolation and the dual of \( H^p_{L+\delta}(\mathbb{R}^n) \) (see (ii) and (iii) of Remark 4.2), we immediately obtain the following conclusion, the details being omitted.

**Theorem 4.8.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \( (\tilde{E}) \), and let \( \delta \) be as in Definition 4.1 and \( h^p_{L}(\mathbb{R}^n) \) as in Definition 3.14. Then, for all \( p \in (0, \infty) \), \( h^p_{L}(\mathbb{R}^n) = H^p_{L+\delta}(\mathbb{R}^n) \) with equivalent quasi-norms.

From Theorem 4.8 and Remark 4.2, we deduce the following conclusion, the details being omitted.

**Corollary 4.9.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \( (\tilde{E}) \), and let \( \delta \) be as in Definition 4.1 and \( (p_-(L+\delta), p_+(L+\delta)) \) as in Proposition 2.10. Then, for all \( p \in (p_-(L+\delta), p_+(L+\delta)) \), \( h^p_{L}(\mathbb{R}^n) = L^p(\mathbb{R}^n) \) with equivalent quasi-norms.

Theorem 4.8 also implies the following corollary, the details being omitted.

**Corollary 4.10.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \( (\tilde{E}) \), and let \( \delta \in (\max \{\delta_0, \kappa\}, \infty) \) be as in (4.1). Then, for all \( \delta_1, \delta_2 \in [\delta, \infty) \) and \( p \in (0, \infty) \), \( H^p_{L+\delta_1}(\mathbb{R}^n) = H^p_{L+\delta_2}(\mathbb{R}^n) \) with equivalent quasi-norms.
As an application, we also have the following boundedness on the Riesz transforms

\[ \left\{ \nabla^k (L + \delta)^{-1/2} \right\}_{k \in \{0, \ldots, m\}}. \]

**Corollary 4.11.** Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \((\mathcal{E})\), and \( \delta \) be as in Definition 4.1.

(i) If \( p \in (1, 2] \), then, for all \( k \in \{0, \ldots, m\} \), the Riesz transform \( \nabla^k (L + \delta)^{-1/2} \) is bounded from \( H^p_{L+\delta} (\mathbb{R}^n) \) to \( L^p (\mathbb{R}^n) \);

(ii) If \( p \in (\frac{n}{n+t}, 1] \), then, for all \( k \in \{1, \ldots, m\} \), \( \nabla^k (L + \delta)^{-1/2} \) is bounded from \( H^p_{L+\delta} (\mathbb{R}^n) \) to the classical Hardy space \( H^p (\mathbb{R}^n) \).

**Proof.** The case \( p = 2 \) follows immediately from Corollary 2.3 and the fact that \( H^2_{L+\delta} (\mathbb{R}^n) = L^2 (\mathbb{R}^n) = H^2 (\mathbb{R}^n) \).

We now turn to the case \( p \in (0, 1] \). In this case, from Theorem 2.11 and an argument similar to that used in the proof of [16, Lemma 6.1], we deduce that, for \( k \in \{0, \ldots, m\} \), \( t \in (0, \infty) \) and all closed sets \( E, F \) in \( \mathbb{R}^n \) with \( \text{dist} (E, F) > 0, f \in L^2 (\mathbb{R}^n) \) supported in \( E \),

\[ \left\| \nabla^k (L + \delta)^{-1/2} \left( I - e^{-t(L+\delta)} \right)^M \right\|_{L^2(F)} \leq C \left( \frac{t}{(\text{dist} (E, F))^2n} \right)^M \|f\|_{L^2(E)} \]

and

\[ \left\| \nabla^k (L + \delta)^{-1/2} \left( t[L + \delta]e^{-t(L+\delta)} \right)^M \right\|_{L^2(F)} \leq C \left( \frac{t}{(\text{dist} (E, F))^2n} \right)^M \|f\|_{L^2(E)}, \]

which, together with an argument similar to that used in the proof of [45, Theorem 7.1], shows that (i) holds true for all \( p \in (0, 1] \). Also, from the proofs of [45, Theorem 7.4], [43, Theorem 5.2] or [16, Theorem 6.1], we deduce that (ii) holds true for all \( p \in (\frac{n}{n+t}, 1] \).

The case \( p \in (1, 2) \) follows from the interpolation of operators, which completes the proof of Corollary 4.11. \( \square \)

5 The local Lipschitz space associated with \( L \)

Let \( L \) be as in (1.1) and satisfy the Weak ellipticity condition \((\mathcal{E})\). In this section, we characterize the dual space of \( h^p_{L^*} (\mathbb{R}^n) \) via some local Lipschitz space associated with \( L^* \), where \( L^* \) denotes the adjoint operator of \( L \) in \( L^2 (\mathbb{R}^n) \).

Let \( \alpha \in [0, \infty) \) and \( M \in \mathbb{N} \) satisfy \( M > \frac{1}{2} (\alpha + 2) \). For all \( \epsilon \in (0, \infty) \), we say a function \( \mu \) on \( \mathbb{R}^n \) belongs to the space \( M^\epsilon_{\alpha, L^*} (\mathbb{R}^n) \) if, for all \( k \in \{0, \ldots, M\} \), \( \mu \) belongs to the range of \( L^k \) in \( L^2 (\mathbb{R}^n) \), and

\[ \|\mu\|_{M^\epsilon_{\alpha, L^*} (\mathbb{R}^n)} := \sup_{j \in \mathbb{Z}_+} \left\{ 2^j (2 + \alpha + \epsilon) \sum_{k=0}^{M} \|L^{-k}(\mu)\|_{L^2(S_j(B_0))} \right\} < \infty, \]

where \( B_0 := B(0, 1) \) is the unit ball of \( \mathbb{R}^n \).
Let

\[ f \in M_{\alpha,L}^{M,*}(\mathbb{R}^n) := \bigcap_{\epsilon > 0} \left( M_{\alpha,L}^{\epsilon,M}(\mathbb{R}^n) \right)^*. \]

A function \( f \in M_{\alpha,L}^{M,*}(\mathbb{R}^n) \) is said to be in the local Lipschitz space \( \Lambda_{\alpha,L}^{M,*}(\mathbb{R}^n) \) if

\[
\|f\|_{\Lambda_{\alpha,L}^{M,*},\text{loc}}(\mathbb{R}^n) := \sup_{B \subset \mathbb{R}^n, r_B \leq 1} \frac{1}{|B|^{\frac{n}{\alpha}}} \left\{ \frac{1}{|B|} \int_B \left| (I - e^{-r_L^2 \delta})^M f(x) \right|^2 \, dx \right\}^{\frac{1}{2}} + \sup_{B \subset \mathbb{R}^n, r_B \leq 1} \frac{1}{|B|^{\frac{n}{\alpha}}} \left\{ \frac{1}{|B|} \int_B |f(x)|^2 \, dx \right\}^{\frac{1}{2}} < \infty,
\]

where \( \delta \in (0, \infty) \) is as Definition 4.1, \( B \) is a ball of \( \mathbb{R}^n \) and \( r_B \) denotes its radius. We point out that the formula \((I - e^{-r_L^2 \delta})^M\) in the second integral in (5.2) can be moved out from the integral, since it is just a constant. We put it in the present position because this brings some convenience in the calculation (see, for example, (5.8)).

**Lemma 5.1.** Let \( \alpha \in [0, \infty), M \in \mathbb{N} \) satisfy \( M > \frac{1}{2} (\alpha + \frac{n}{2}) \) and \( f \in M_{\alpha,L}^{M,*}(\mathbb{R}^n) \). Then \( f \in \Lambda_{\alpha,L}^{M,*}(\mathbb{R}^n) \) if and only if

\[
\|f\|_{\Lambda_{\alpha,L}^{M,*},\text{loc}}(\mathbb{R}^n) := \sup_{B \subset \mathbb{R}^n, r_B \leq 1} \frac{1}{|B|^{\frac{n}{\alpha}}} \left\{ \frac{1}{|B|} \int_B \left| (I - (I + r_B^2 L^*)^{-1})^M f(x) \right|^2 \, dx \right\}^{\frac{1}{2}} + \sup_{B \subset \mathbb{R}^n, r_B \leq 1} \frac{1}{|B|^{\frac{n}{\alpha}}} \left\{ \frac{1}{|B|} \int_B |f(x)|^2 \, dx \right\}^{\frac{1}{2}} < \infty,
\]

where \( \delta \in (0, \infty) \) is as in Definition 4.1, \( B \) is a ball of \( \mathbb{R}^n \) and \( r_B \) denotes its radius.

**Proof.** The proof of Lemma 5.1 is similar to that of [42, Lemma 8.1], the details being omitted.

**Lemma 5.2.** Let \( f \in \Lambda_{\alpha,L}^{M,*}(\mathbb{R}^n) \). Then \( f \) satisfies the following control growth estimates: there exists a positive constant \( c_0 \in (0, \infty) \), independent of \( f \) and \( M \), such that

\[
\int_{\mathbb{R}^n} \frac{|f(x)|^2}{1 + |x|^{n+c_0}} \, dx < \infty
\]

and

\[
\int_{\mathbb{R}^n} \frac{|(I - (I + L^*)^{-1})^M f(x)|^2}{1 + |x|^{n+c_0}} \, dx < \infty,
\]

where \( M \in \mathbb{N} \) satisfies \( M > \frac{1}{2} (\alpha + \frac{n}{2}) \).

**Proof.** Let \( B_0 := B(0, 1) \) be the unit ball of \( \mathbb{R}^n \) and \( n_0 \) the least natural number satisfying that, for all \( j \in \mathbb{N} \), \( S_j (B_0) \subset \bigcup_{k=1}^{2^{(n+n_0)}} B_{k,j} \), where \( \{B_{k,j}\}_k \) ranges over all families of balls that cover...
Let $S_j(B_0) := 2jB_0 \setminus (2^{j-1}B_0)$ with radius $r_{B_{k,j}} \in (1, 2]$. It is easy to see that $n_0 < \infty$ and $n_0$ is independent of $j \in \mathbb{N}$. Thus, we have

$$
\int_{\mathbb{R}^n} \frac{|f(x)|^2}{1 + |x|^{n+\epsilon_0}} \, dx \lesssim \sum_{j=0}^{\infty} \int_{S_j(B_0)} \frac{|f(x)|^2}{1 + |x|^{n+\epsilon_0}} \, dx \lesssim \sum_{j=0}^{\infty} \sum_{k=1}^{2^j(n+\alpha_0)} 2^{-j(n+\alpha_0)} |f(x)|^2 \, dx
$$

$$
\lesssim \sum_{j=0}^{\infty} \sum_{k=1}^{2^j(n+\alpha_0)} 2^{-j(n+\alpha_0)} \|f\|_{\Lambda_{\epsilon_0, L^p}^n(\mathbb{R}^n)}^2.
$$

By letting $\epsilon_0 > n_0$ in the above formulae, we obtain (5.3). Using a similar argument and Lemma 5.1, we see that (5.4) also holds true. This finishes the proof of Lemma 5.2.

We now show that the local Calderón reproducing formula (3.13) also holds true in some “dual” sense.

**Lemma 5.3.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition ($\hat{\mathcal{E}}$), and let $p \in (0, 1]$. Then, for all $f \in \Lambda_{n, L^\ast, \text{loc}}(\mathbb{R}^n)$ and $g$ being a finite linear combination of $h^p_0(\mathbb{R}^n)$-molecules, it holds true that

$$
\int_{\mathbb{R}^n} f(x) \frac{g(x)}{x} \, dx
$$

$$
\leq \sum_{j=0}^{M+1} \hat{C}(j) \int_{\mathbb{R}^n} \int_0^1 (t^{2mL^*})^j (t^{2m\delta})^{2(M+1) - j - 1} e^{-t^{2m(L^* + \delta)}} (f)(x) \times \frac{(t^{2m\delta}e^{-t^{2m(L^* + \delta)}(g)(x)}) \, dx \, dt}{t}
$$

$$
\leq \sum_{j=M+2}^{2(M+1)} \hat{C}(j) \int_{\mathbb{R}^n} \int_0^1 (t^{2mL^*})^{j-1} (t^{2m\delta})^{2(M+1) - j} e^{-t^{2m(L^* + \delta)}} e^{-t^{2m\delta}} (f)(x) \times \frac{(t^{2mL}e^{-t^{2mL}(g)(x)}) \, dx \, dt}{t}
$$

$$
\leq \sum_{k=0}^{2(M+1)} C(k) \int_{\mathbb{R}^n} (L^* + \delta)^k e^{-\delta} e^{-(L^* + \delta)} (f)(x)e^{-L(g)(x)} \, dx,
$$

where $\hat{C}(j)$ and $C(k)$ are the positive constants as in (3.13).

**Proof.** Let $f \in \Lambda_{n, L^\ast, \text{loc}}(\mathbb{R}^n)$. Without loss of generality, we may assume that $g$ is an $h^p_0(\mathbb{R}^n)$-molecule associated with $B := B(0, r_B)$ for some $r_B \in (0, \infty)$.

If $r_B \geq 1$, by Hölder’s inequality and Definition 3.16, we see that there exists a positive constant $\epsilon \in (0, \infty)$ such that

$$
\left| \int_{\mathbb{R}^n} f(x) \frac{g(x)}{x} \, dx \right| \leq \sum_{j \in \mathbb{Z}_+} \left\{ \int_{S_j(B)} |f(x)|^2 \, dx \right\}^\frac{1}{2} \left\{ \int_{S_j(B)} |g(x)|^2 \, dx \right\}^\frac{1}{2}
$$

$$
\leq \sum_{j \in \mathbb{Z}_+} \frac{1}{|2^jB|^{\frac{1}{2}-1}} \left\{ \frac{1}{|2^jB|} \int_{2^jB} |f(x)|^2 \, dx \right\}^\frac{1}{2} 2^{-j\epsilon}
$$

$$
\lesssim \sum_{j \in \mathbb{Z}_+} 2^{-j\epsilon} \|f\|_{\Lambda_{n, L^\ast, \text{loc}}^n(\mathbb{R}^n)} \lesssim \|f\|_{\Lambda_{n, L^\ast, \text{loc}}^n(\mathbb{R}^n)},
$$

for all $j \in \mathbb{N}$. Hence, we have

$$
\int_{\mathbb{R}^n} f(x) \frac{g(x)}{x} \, dx \lesssim \sum_{j \in \mathbb{Z}_+} 2^{-j\epsilon} \|f\|_{\Lambda_{n, L^\ast, \text{loc}}^n(\mathbb{R}^n)} \lesssim \|f\|_{\Lambda_{n, L^\ast, \text{loc}}^n(\mathbb{R}^n)},
$$

as desired.
which, combined with the fact that the local Calderón reproducing formula \((3.13)\), with \(\delta_0\) replaced by \(\delta\), holds true in \(h^p_L(\mathbb{R}^n)\) and a duality argument, implies that \((5.5)\) holds true.

If \(r_B < 1\), from the local Calderón reproducing formula \((3.13)\), with \(\delta_0\) replaced by \(\delta\), and the following formula

\[
f = \sum_{l=0}^{M} \frac{M!}{(M - l)l!}(L^*)^{-l} \left[ I - (I + L^*)^{-1} \right]^M(f)
\]

holding true in \(L^2(\mathbb{R}^n)\), we deduce that

\[
\langle f, g \rangle = \left\langle f, \tilde{C} \int_0^1 \left[ t^{2m(L + \delta)} \right]^{2(M + 1)} e^{-2t^{2m(L + \delta)}} dt \right⟩ + \sum_{k=0}^{2(M + 1)} C(k)(L + \delta)^k e^{-2(L + \delta)}(g)
\]

where \(\tilde{C}\) and \(C(k)\) are as in \((3.13)\).

Now, for any \(\eta \in (0, \infty)\), let

\[
\mathcal{A}_t, \eta := \left\langle \left[ I - (I + L^*)^{-1} \right]^M(f), \tilde{C} \int_0^\eta \left[ t^{2m(L + \delta)} \right]^{2(M + 1)} e^{-2t^{2m(L + \delta)}} dt \right⟩.
\]

To finish the proof of Lemma 5.3 for \(r_B < 1\), we only need to show

\[(5.6)\]

\[
\lim_{\eta \to 0^+} \mathcal{A}_t, \eta = 0,
\]

here and hereafter, \(\eta \to 0^+\) means that \(\eta > 0\) and \(\eta \to 0\). Indeed, observe that, for all \(i \in \{1, \ldots, 2M + 1\}\), the operators \(\left[ t^{2m(L + \delta)} \right]^{2(M + 1)} e^{-2t^{2m(L + \delta)}} \to 0\) and \(e^{-2t^{2m(L + \delta)}} \to I\) in the strong operator topology as \(\eta \to 0^+\). These, together with Definition 3.16 and an argument similar to that used in the proof of \([42, (8.36)\) through \((8.40)\)], imply that \((5.6)\) holds true, which completes the proof of Lemma 5.3. \(\square\)

**Theorem 5.4.** Let \(L\) be as in \((1.1)\) and satisfy the Weak ellipticity condition \((\tilde{\mathcal{E}})\), and let \(p \in (0, 1]\).

Then \(\Lambda_{L^*,\text{loc}}^{n\left(\frac{1}{p} - 1\right)}(\mathbb{R}^n) = (h^p_L(\mathbb{R}^n))^*\) in the following sense: every \(f \in (h^p_L(\mathbb{R}^n))^*\) belongs to the space \(\Lambda_{L^*,\text{loc}}^{n\left(\frac{1}{p} - 1\right)}(\mathbb{R}^n)\) and

\[
\|f\|_{\Lambda_{L^*,\text{loc}}^{n\left(\frac{1}{p} - 1\right)}(\mathbb{R}^n)} \leq C\|f\|_{(h^p_L(\mathbb{R}^n))^*},
\]

where \(C\) is a positive constant independent of \(f\); conversely, every \(f \in \Lambda_{L^*,\text{loc}}^{n\left(\frac{1}{p} - 1\right)}(\mathbb{R}^n)\), initially defined as a bounded linear functional on finite linear combinations of \((p, 2, e, M)_L\)-molecules, with \(e > 0\) and \(M > \frac{N}{2}(\frac{1}{p} - \frac{1}{2})\), via the pairing of the space \(M^*_{n\left(\frac{1}{p} - 1\right)}(\mathbb{R}^n)\) with its dual, has a unique bounded extension to \(h^p_L(\mathbb{R}^n)\) and

\[
\|f\|_{(h^p_L(\mathbb{R}^n))^*} \leq C\|f\|_{\Lambda_{L^*,\text{loc}}^{n\left(\frac{1}{p} - 1\right)}(\mathbb{R}^n)},
\]

where \(C\) is a positive constant independent of \(f\).
We first prove \((h^p_\mathcal{L}(\mathbb{R}^n))^* \subset \Lambda^{n(\frac{1}{p} - 1)}_{L^\infty, \text{loc}}(\mathbb{R}^n)\). Let \(f \in (h^p_\mathcal{L}(\mathbb{R}^n))^*\). Then, for any \(g \in h^p_\mathcal{L}(\mathbb{R}^n)\), it holds true that

\[
|\langle f, g \rangle| \lesssim \|f\|_{(h^p_\mathcal{L}(\mathbb{R}^n))^*} \|g\|_{h^p_\mathcal{L}(\mathbb{R}^n)}. 
\]

Moreover, since, for any \(\epsilon \in (0, \infty)\), \(M \in \mathbb{N}\) satisfies \(M > \frac{1}{2} \left[n \left(\frac{1}{p} - 1\right) + \frac{3}{2}\right]\) and any \(\mu \in M_{n(\frac{1}{p} - 1), L}(\mathbb{R}^n)\) is a local \((p, 2, M, \epsilon)\)-molecule associated with \(B_0 := B(0, 1)\) up to a harmless positive constant multiple, it follows that \(f \in M_{\epsilon, M}^{n(\frac{1}{p} - 1), L}(\mathbb{R}^n)\). Thus, to prove \(f \in \Lambda^{n(\frac{1}{p} - 1)}_{L^\infty, \text{loc}}(\mathbb{R}^n)\), we only need to show that

\[
\|f\|_{\Lambda^{n(\frac{1}{p} - 1)}_{L^\infty, \text{loc}}(\mathbb{R}^n)} \lesssim \|f\|_{(h^p_\mathcal{L}(\mathbb{R}^n))^*}. 
\]

Indeed, for any ball \(B \in \mathbb{R}^n\) with its radius \(r_B \leq 1\) and \(\varphi \in L^2(B)\) with \(\supp \varphi \subset B\), using an argument similar to that used in the proof of [43, (3.56)], we see that \(\frac{1}{|B|^\frac{1}{2} - \frac{1}{2}} (I - e^{-r_B^2\delta}) M(\varphi)\) is a local \((p, 2, M, \epsilon)\)-molecule associated with \(B^*\) up to a harmless positive constant multiple.

Moreover, let \(B^* := B(x_B, 1)\). For all \(j \in \mathbb{Z}_+\), we have

\[
\left\| \frac{1}{|B|^\frac{1}{2} - \frac{1}{2}} \left( I - e^{-r_B^2\delta} \right)^M \right\|_{L^2(S_j(B^*))} = \left\| \frac{r_B^{2^{M+1}}}{|B|^\frac{1}{2} - \frac{1}{2}} \left[ \int_{0}^{r_B} \frac{r_B^{2m-1}}{r_B^{2^{M+1}}} e^{-t^2 \delta} \, dt \right]^M \right\|_{L^2(S_j(B^*))} \lesssim 2^{-jn}, 
\]

which implies that \(\frac{1}{|B|^\frac{1}{2} - \frac{1}{2}} (I - e^{-r_B^2\delta}) M(\varphi)\) is a local \((p, 2, M, \epsilon)\)-molecule associated with \(B^*\) up to a harmless positive constant multiple.

If \(r_B \geq 1\), we see that \(\frac{1}{|B|^\frac{1}{2} - \frac{1}{2}} \varphi\) is a local \((p, 2, M, \epsilon)\)-molecule associated with \(B\) up to a harmless positive constant multiple. Combining these facts, we conclude that (5.7) holds true, which implies that the inclusion \((h^p_\mathcal{L}(\mathbb{R}^n))^* \subset \Lambda^{n(\frac{1}{p} - 1)}_{L^\infty, \text{loc}}(\mathbb{R}^n)\) holds true.

We now turn to the proof of \(\Lambda^{n(\frac{1}{p} - 1)}_{L^\infty, \text{loc}}(\mathbb{R}^n) \subset (h^p_\mathcal{L}(\mathbb{R}^n))^*\). Let \(f \in \Lambda^{n(\frac{1}{p} - 1)}_{L^\infty, \text{loc}}(\mathbb{R}^n)\) and \(g\) be a finite linear combination of local \((p, 2, M, \epsilon)\)-molecules up to a harmless positive constant multiple. By Lemma 5.3, we have

\[
|\langle f, g \rangle| \lesssim \sum_{j=0}^{M+1} \left| \int_{\mathbb{R}^n} \int_{0}^{1} (2^m L^*)^j (t^2 \delta)^{2^{(M+1)-j-1}} e^{-t^2 (L^* + \delta)} e^{-t^2 \delta} \, dx \, dt \right| 
\]

\[
+ \sum_{j=M+2}^{2(M+1)} \left| \int_{\mathbb{R}^n} \int_{0}^{1} (2^m L^*)^j \left( (t^2 \delta)^{2^{(M+1)-j}} e^{-t^2 (L^* + \delta)} e^{-t^2 \delta} \right) \, dx \, dt \right| 
\]

\[
+ \sum_{k=0}^{2(M+1)} \left| \int_{\mathbb{R}^n} (L^* + \delta)^k e^{-(L^* + \delta)} \, dx \right| e^{-t \delta / (2^m L^*(g)(x))} \, dx \right| 
\]

\[
=: \sum_{j=0}^{M+1} \tilde{A}_j + \sum_{j=M+2}^{2(M+1)} \tilde{A}_j + \sum_{k=0}^{2(M+1)} \tilde{B}_k. 
\]
Thus, we have
\[
\mathcal{A}_j \lesssim \sum_i |\lambda_{j, i, 1}| \left| \int_{\mathbb{R}^n} \int_0^1 (t^{2m} L^*)^j (t^{2m} \delta)^{2(M+1)-j-1} e^{-t^{2m}(L^*+\delta)} e^{-\gamma t^{2m}} (f(x) A_{j, i, 1}(x) \frac{dx \, dt}{t} \bigg| \\
+ \sum_i |\lambda_{j, i, 2}| \left| \int_{\mathbb{R}^n} \int_0^1 (t^{2m} L^*)^j (t^{2m} \delta)^{2(M+1)-j-1} e^{-t^{2m}(L^*+\delta)} e^{-\gamma t^{2m}} (f(x) A_{j, i, 2}(x) \frac{dx \, dt}{t} \right| \right|
=: \sum_i |\lambda_{j, i, 1}| |\mathcal{A}_{j, i, 1}| + \sum_i |\lambda_{j, i, 2}| |\mathcal{A}_{j, i, 2}|,
\]
where \{\lambda_{j, i, 1}\}, \{\lambda_{j, i, 2}\} \subset C satisfy
\[
\sum_i |\lambda_{j, i, 1}|^p + \sum_i |\lambda_{j, i, 2}|^p \lesssim \|g\|_{h^p_{\delta}(\mathbb{R}^n)}^p.
\]
\(A_{j, i, 1}\) is a \((p', 2)\)-atom associated with the ball \(B_{j, i, 1}\) satisfying its radius \(r_{B_{j, i, 1}} < 1\) and \(A_{j, i, 2}\) a \((p', 2)\)-atom associated with the ball \(B_{j, i, 2}\) satisfying its radius \(r_{B_{j, i, 2}} \geq 1\).

We first bound \(A_{j, i, 1}\). By Hölder’s inequality and Definition 3.20, we see that
\[
A_{j, i, 1} \lesssim \sup_{B \subset \mathbb{R}^n, r_B \leq 1} \frac{1}{|B|^\frac{1}{p-1}} \left\{ \frac{1}{|B|} \int_{\mathbb{R}^n} \left| \left( I - e^{-t^{2m} \delta} \right)^M (f(x) \frac{dx}{t} \right|^{\frac{p}{p-1}} \right\},
\]
where \(T_{\text{loc}}(B_{j, i, 1})\) is as in Definition 3.20(i) with \(E\) replaced by \(B_{j, i, 1}\). By using some calculations similar to those in the proof of [42, Lemma 8.3] and Lemma 5.1, we further obtain
\[
A_{j, i, 1} \lesssim \frac{1}{|B|^\frac{1}{p-1}} \left\{ \frac{1}{|B|} \int_{\mathbb{R}^n} \left| \left( I - e^{-t^{2m} \delta} \right)^M (f(x) \frac{dx}{t} \right|^{\frac{p}{p-1}} \right\},
\]
For \(A_{j, i, 2}\), by Hölder’s inequality and Proposition 2.10, we conclude that
\[
(5.9) \quad A_{j, i, 2} \lesssim |B_{j, i, 2}|^{\frac{1}{p}-\frac{1}{2}} \left\{ \int_0^{|B_{j, i, 2}|} \int_{t^{2m} L^*} \left( t^{2m} \delta \right)^{2(M+1)-j-1} e^{-t^{2m}(L^*+\delta)} \right\} \frac{dx}{t} \right)^{1/2}
\]
\[
\times \left\{ \sum_{l \in \mathbb{Z}_+} \lambda_{S_l(B_{j, i, 2})} f \right\} \left( \int_0^{|B_{j, i, 2}|} \int_{t^{2m} L^*} \left( t^{2m} \delta \right)^{2(M+1)-j-1} e^{-t^{2m}(L^*+\delta)} \right\} \frac{dx}{t} \right)^{1/2}
\]
\[
\lesssim \sum_{l \in \mathbb{Z}_+} |B_{j, i, 2}|^{\frac{1}{p}-\frac{1}{2}} \left\{ \int_0^{|B_{j, i, 2}|} \exp \left\{ \frac{d(B_{j, i, 2}, S_l(B_{j, i, 2}))}{t^{2m/(2m-1)}} \right\} \frac{dt}{t} \right\}^{1/2}
\]
\[
\times \left\{ \int_{S_l(B_{j, i, 2})} f(x)^2 \frac{dx}{t} \right\}^{1/2}
\]
\[
\lesssim \sup_{B \subset \mathbb{R}^n, r_B \geq 1} \frac{1}{|B|^\frac{1}{p-1}} \left\{ \frac{1}{|B|} \int_B |f(x)|^2 \frac{dx}{t} \right\}^{1/2} \lesssim \|f\|_{A_{L^*}^{n, \alpha} \text{loc} (\mathbb{R}^n)}.
\]
Thus, we have
\[
\sum_{j=0}^{M+1} \mathcal{A}_j \lesssim \|f\|_{A_{L^*}^{n, \alpha} \text{loc} (\mathbb{R}^n)} \|g\|_{h^p_{\delta}(\mathbb{R}^n)}.
\]
Similarly, we also obtain
\[
\sum_{j=M+2}^{2(M+1)} \tilde{A}_j \lesssim \|f\|_{\Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 2)}(\mathbb{R}^n)} \|g\|_{H^p_{L^r}(\mathbb{R}^n)}.
\]

The estimate of $\mathcal{B}_k$ is similar to (5.9), the details being omitted. Combining the estimates of $A_j$, $\tilde{A}_j$ and $\mathcal{B}_k$, we obtain
\[
|\langle f, g \rangle| \lesssim \|f\|_{\Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 2)}(\mathbb{R}^n)} \|g\|_{H^p_{L^r}(\mathbb{R}^n)},
\]
which implies that $f$ can be extended to a bounded linear functional on $H^p_{L^r}(\mathbb{R}^n)$. Thus,
\[
\Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 2)}(\mathbb{R}^n) \subset (H^p_{L^r}(\mathbb{R}^n))^*,
\]
which completes the proof of Theorem 5.4. \(\square\)

**Remark 5.5.** Let $L$ be as in (1.1) and satisfy the Weak ellipticity condition ($\tilde{E}$), and let $\delta$ be as in Definition 4.1. For all $\alpha \in [0, \infty)$ and $M \in \mathbb{N}$ satisfying $M > \frac{1}{2}(\alpha + \frac{p}{2})$, let $M^{\delta}_{\alpha,L^r}(\mathbb{R}^n)$ be defined as in (5.1). The local Lipschitz space $\Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 1)}(\mathbb{R}^n)$ associated with $L + \delta$ is defined as the collection of all $f \in M^{\delta}_{\alpha,L^r}(\mathbb{R}^n)$ such that
\[
\|f\|_{\Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 1)}(\mathbb{R}^n)} := \sup_{B \subset \mathbb{R}^n} \|f\|_{\Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 1)}(\mathbb{R}^n)} = \infty,
\]
where the supremum is taken over all balls $B$ of $\mathbb{R}^n$. Similar to [43, Theorem 3.52], we know that, for all $p \in (0, 1]$, $\Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 1)}(\mathbb{R}^n) = (H^p_{L^r,\text{loc}}(\mathbb{R}^n))^*$, which, combined with Theorem 4.8, implies that, for all $\alpha \in [0, \infty)$, $\Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 1)}(\mathbb{R}^n) = \Lambda_{L^r,\text{loc}}^{n(\frac{1}{r} - 1)}(\mathbb{R}^n)$.  

6 The maximal function characterization of $H^p_{L^r,\text{loc}}(\mathbb{R}^n)$  

In this section, letting $L$ be the inhomogeneous higher order elliptic operator as in (1.1), we study the maximal function characterization of the Hardy space $H^p_{L^r,\text{loc}}(\mathbb{R}^n)$. To this end, we need the following ellipticity condition.

**Ellipticity condition ($\tilde{E}_1$).** Let $a_0$ be the leading part of the sesquilinear form of $L$ as in (2.2). Then there exists a positive constant $\lambda_1$ such that, for all $\xi := \{\xi_\alpha\}_{\alpha = m}$ with $\xi_\alpha \in \mathbb{C}$ and almost every $x \in \mathbb{R}^n$,
\[
(6.1) \quad \Re \left\{ \sum_{|\alpha| = m = |\beta|} a_{\alpha,\beta}(x) \xi_\alpha \xi_\beta \right\} \geq \lambda_1 |\xi|^2 = \lambda_1 \left( \sum_{|\alpha| = m} |\xi_\alpha|^2 \right).
\]

Moreover, the coefficients $\{a_{\alpha,\beta}\}_{0 \leq |\alpha|, |\beta| \leq m}$ are bounded.

It is easy to see that, if $L$ also satisfies the Ellipticity condition ($\tilde{E}_1$), then $L$ also satisfies the Weak ellipticity condition ($\tilde{E}$). Moreover, if the coefficients $\{a_{\alpha,\beta}\}_{0 \leq |\alpha| = m = |\beta|}$ are bounded, then the equivalence between (6.1) and the Ellipticity condition ($\tilde{E}_0$) is a specific feature of second order operators (see, for example, [8, p.15]). For more relationships on these two kinds of ellipticity conditions, we refer the reader to [4, p.365].
Let $\delta \in (0, \infty)$ be as in Definition 4.1. We present the non-tangential maximal function characterization of $H^{+\delta}_p(\mathbb{R}^n)$ for $p \in (0, 1]$. Recall that, in [15], for the homogeneous operator as in (1.6), the authors established the non-tangential maximal function characterization of the associated Hardy space. We point out that the basic idea of our method here follows that of [15]. But we need to make some modifications because of the perturbation of the lower order terms of $L + \delta$.

As in the case of homogeneous operators, we need to establish two parabolic Caccioppoli’s inequalities for $L$ as follows.

**Lemma 6.1.** Let $L$ be as in (1.1) and satisfy the Ellipticity condition $(\mathcal{E}_1)$, $t \in (0, \infty)$, $f \in L^2(\mathbb{R}^n)$ and $u(x, t) := e^{-t2mL}(f)(x)$ for all $x \in \mathbb{R}^n$. Then there exists a positive constant $C$, independent of $f$, such that, for all $x_0 \in \mathbb{R}^n$, $r \in (0, \infty)$ and $t_0 \in (3r, \infty)$,

\[
(6.2) \quad \int_{t_0-r}^{t_0+r} \int_{B(x_0, r)} |\nabla^m u(x, t)|^2 \, dx \, dt \\
\leq C \left\{ \int_{t_0-2r}^{t_0+2r} \int_{B(x_0, 2r)} |u(x, t)|^2 \, dx \, dt + \int_{t_0-2r}^{t_0+2r} \int_{B(x_0, 2r)} |\nabla^{m-1} u(x, t)|^2 \, dx \, dt \right\} \\
+ \sum_{k=0}^{m-1} \sum_{l=0}^{k-1} \frac{C}{r^{2(k-l)}} \int_{t_0-2r}^{t_0+2r} \int_{B(x_0, 2r)} |\nabla^l u(x, t)|^2 \, dx \, dt.
\]

Moreover, for any $\epsilon \in (0, \infty)$, there exists a positive constant $C(\epsilon)$, depending on $\epsilon$, but independent of $f$, such that

\[
(6.3) \quad \int_{t_0-r}^{t_0+r} \int_{B(x_0, r)} |\nabla^m u(x, t)|^2 \, dx \, dt \\
\leq \epsilon \int_{t_0-2r}^{t_0+2r} \int_{B(x_0, 2r)} |\nabla^m u(x, t)|^2 \, dx \, dt + C(\epsilon) \sum_{k=0}^{m-1} \frac{1}{r^{2k}} \int_{t_0-2r}^{t_0+2r} \int_{B(x_0, 2r)} |u(x, t)|^2 \, dx \, dt.
\]

**Proof.** Let $\eta \in C^\infty_c(B(x_0, 2r))$ satisfy $0 \leq \eta(x) \leq 1$, $\eta \equiv 1$ on $B(x_0, r)$ and, for all $k \in \{0, \ldots, m\}$,

$$
\|\nabla^k \eta\|_{L^\infty(\mathbb{R}^n)} \lesssim r^{-k}.
$$

Let $\gamma \in C^\infty_c(t_0 - 2r, t_0 + 2r)$ satisfy $0 \leq \gamma(t) \leq 1$, $\gamma \equiv 1$ on $(t_0 - r, t_0 + r)$ and $\|\partial_t \gamma\|_{L^\infty(\mathbb{R})} \lesssim \frac{1}{t}$. By properties of $\gamma$, we first write

\[
(6.4) \quad \int_{t_0-r}^{t_0+r} \int_{B(x_0, r)} |\nabla^m u(x, t)|^2 \, dx \, dt \\
\lesssim \int_{t_0-2r}^{t_0+2r} \int_{B(x_0, 2r)} \left[ |\nabla^m u(x, t)|^2 \eta(x) \right]^{m} \, dx \, dt \gamma(t) \, dt := \mathcal{A}.
\]

To bound $\mathcal{A}$, by the Ellipticity condition $(\mathcal{E}_1)$ and properties of $\gamma$, we know that

\[
(6.5) \quad \mathcal{A} \lesssim \Re \left( \int_{t_0-2r}^{t_0+2r} \sum_{|\alpha| + m = |\beta|} \left\{ \int_{B(x_0, 2r)} a_{\alpha, \beta}(x) \partial^\beta u(x, t) \partial^\alpha u(x, t) \eta(x)^{2m} \, dx \right\} \gamma(t) \, dt \right) \\
\lesssim \Re \left( \int_{t_0-2r}^{t_0+2r} \sum_{0 \leq |\alpha|, |\beta| \leq m} \left\{ \int_{B(x_0, 2r)} a_{\alpha, \beta}(x) \partial^\beta u(x, t) \partial^\alpha u(x, t) \eta(x)^{2m} \, dx \right\} \gamma(t) \, dt \right).
\]
\[ + \Re \left( \int_{t_0-2r}^{t_0+2r} 0 \leq |\alpha|, |\beta| \leq m, ||\alpha|+|\beta|| < 2m \right) \left\{ \int_{B(x_0,2r)} a_{\alpha,\beta}(x) \partial^\beta u(x,t) \partial^\beta u(x,t) \right\} \times [\eta(x)]^{2m} \, dx \right \} \gamma(t) \, dt \right) \right| =: I + II. \]

We first bound II, by writing

\[ II \leq \left[ \sum_{0 \leq |\beta| < m, |\alpha|=m} + \sum_{0 \leq |\alpha| < m, |\beta|=m} + \sum_{0 \leq |\alpha| < m, 0 \leq |\beta| < m} \right] \times \Re \left( \int_{t_0-2r}^{t_0+2r} \left\{ \int_{B(x_0,2r)} a_{\alpha,\beta}(x) \partial^\beta u(x,t) \partial^\beta u(x,t) \right\} [\eta(x)]^{2m} \, dx \right \} \gamma(t) \, dt \right) \]

Also, using an argument similar to that used in the estimate for (6.7), we obtain

\[ II \leq \epsilon A + C(\epsilon) \left\{ \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} |u(x,t)|^2 \, dx \right] dt \right\} + \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} |\nabla^{m-1} u(x,t)|^2 \, dx \right] \, dt. \]

By symmetry, we know that the estimate of II is similar to that of II. Also, using an argument similar to that used in the estimate for (6.7), we obtain

\[ II \leq \epsilon A + C(\epsilon) \left\{ \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} |u(x,t)|^2 \, dx \right] dt \right\} + \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} |\nabla^{m-1} u(x,t)|^2 \, dx \right] \, dt. \]

Thus, we have

\[ II \leq \epsilon A + C(\epsilon) \left\{ \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} |u(x,t)|^2 \, dx \right] dt \right\} + \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} |\nabla^{m-1} u(x,t)|^2 \, dx \right] \, dt. \]

For I, we first write

\[ I \leq \Re \left( \int_{t_0-2r}^{t_0+2r} 0 \leq |\alpha|, |\beta| \leq m \right) \left\{ \int_{B(x_0,2r)} a_{\alpha,\beta}(x) \partial^\beta u(x,t) \partial^\beta u(x,t) \right\} \times [\eta(x)]^{2m} \, dx \right \} \gamma(t) \, dt \right) \]
This, combined with (6.4) through (6.9), implies that (6.2) holds true.

\[ (6.9) \]

The estimate of I₂ is similar to that of (3.6) in the proof of [15, Proposition 3.1] (using the fact that \( \partial_t e^{-tL} = -Le^{-tL} \), integration by parts, and the definition of the cut-off function \( \gamma \)) and we have

\[ I_2 \lesssim \frac{1}{r^{2m}} \int_{t_0-2r}^{t_0+2r} \int_{B(x_0,2r)} |u(x,t)|^2 \, dx \, dt. \]

We now bound I₁. Using the definition of \( \eta \), Leibnitz’s rule, Cauchy’s inequality with \( \epsilon \), the interpolation inequality (2.4) and the fact that \( \alpha, \beta \in \{0, \ldots, m\} \), we conclude that, for all \( \epsilon \in (0, \infty) \), there exist positive constants \( C(\epsilon) \) and \( C(\alpha, \tilde{\alpha}) \) such that

\[ I_1 \lesssim \left| \mathcal{R} \left\{ \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} a_{\alpha, \beta}(x) \partial^\alpha u(x,t) \partial^\beta (\eta^{2m})(x) \, dx \right] \gamma(t) \, dt \right\} \right| \]

\[ \lesssim \epsilon A + C(\epsilon) \left\{ \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} |u(x,t)|^2 \, dx \right] \, dt \right\} \]

\[ + \int_{t_0-2r}^{t_0+2r} \left[ \int_{B(x_0,2r)} \left| \nabla^{m-1} u(x,t) \right|^2 \, dx \right] \, dt \]

\[ + \sum_{k=0}^{m-1} \sum_{l=0}^{k-1} \frac{C(\epsilon)}{r^{2(k-l)}} \int_{t_0-2r}^{t_0+2r} \int_{B(x_0,2r)} \left| \nabla^l u(x,t) \right|^2 \, dx \, dt, \]

where \( \theta := (0, \ldots, 0) \in \mathbb{N}^n, \theta \leq \tilde{\alpha} \) means that each component of \( \tilde{\alpha} \) is larger than 0, and \( \tilde{\alpha} < \alpha \) means that each component of \( \tilde{\alpha} \) is not larger than the corresponding component of \( \alpha \) and \( |\tilde{\alpha}| < |\alpha| \).

This, combined with (6.4) through (6.9), implies that (6.2) holds true.

The inequality (6.3) follows immediately from (6.2), the interpolation inequality (2.4) and Young’s inequality with \( \epsilon \), the details being omitted. This finishes the proof of Lemma 6.1. \( \square \)

The following lemma improves the parabolic Caccioppoli’s inequality (6.2) in Lemma 6.1, by removing all the gradient terms on the right hand side, based on an idea of induction from Barton [10], where the author established some interesting elliptic Caccioppoli’s inequalities for higher order divergence form elliptic systems.

**Lemma 6.2.** Let \( L \) be as in (1.1) and satisfy the Ellipticity condition (\( \tilde{E}_1 \)), \( t \in (0, \infty) \), \( f \in L^2(\mathbb{R}^n) \) and \( u(x,t) := e^{-2tm}(f)(x) \) for all \( x \in \mathbb{R}^n \). Then there exists a positive constant \( C \), independent of \( f \), such that, for all \( x_0 \in \mathbb{R}^n \), \( r \in (0, \infty) \) and \( t_0 \in (3r, \infty) \),

\[ (6.10) \]

\[ \int_{t_0-r}^{t_0+r} \int_{B(x_0, r)} |\nabla^m u(x,t)|^2 \, dx \, dt \leq \sum_{k=0}^{m} \frac{C}{r^{2k}} \int_{t_0-2r}^{t_0+2r} \int_{B(x_0,2r)} |u(x,t)|^2 \, dx \, dt. \]
Proof. To prove Lemma 6.2, we borrow some ideas from the proof of [10, Theorem 3.10]. First, we make the following claim that, to finish the proof of Lemma 6.2, it suffices to show that there exists a positive constant $C$, independent of $f$, such that, for all $j \in \{1, \ldots, m\}$ and $0 < \zeta < \xi < \infty$,

\begin{equation}
(6.11) \quad \int_{t_0 - \zeta}^{t_0 + \zeta} \int_{B(x_0, \zeta)} |\nabla^j u(x, t)|^2 \, dx \, dt \leq C \left\{ \int_{t_0 - \zeta}^{t_0 + \zeta} \int_{B(x_0, \zeta)} |u(x, t)|^2 \, dx \, dt + \int_{t_0 - \xi}^{t_0 + \xi} \int_{B(x_0, \xi)} |\nabla^{j-1} u(x, t)|^2 \, dx \, dt \right\} \\
+ \sum_{k=0}^{j-1} \sum_{l=0}^{k-1} \frac{C}{(\zeta - \xi)^{2(k-l)}} \int_{t_0 - \zeta}^{t_0 + \xi} \int_{B(x_0, \xi)} |\nabla^l u(x, t)|^2 \, dx \, dt.
\end{equation}

Indeed, if (6.11) holds true for all $j \in \{1, \ldots, m\}$ and $0 < \zeta < \xi < \infty$, then let

$$r = r_0 < r_1 < r_2 < \cdots < r_m = 2r$$

be an average decomposition of $(r, 2r)$ and

\begin{equation}
(6.12) \quad A_{s, j} := \int_{t_0 - s}^{t_0 + s} \int_{B(x_0, s)} |\nabla^j u(x, t)|^2 \, dx \, dt
\end{equation}

with $j \in \{0, \cdots, m\}$ and $s \in (0, \infty)$. By repetitively using (6.11) with $j = m, m - 1, \ldots, 1$, we know that

$$\int_{t_0 - r}^{t_0 + r} \int_{B(x_0, r)} |\nabla^m u(x, t)|^2 \, dx \, dt$$

$$= A_{r_0, m} \lesssim A_{r_1, 0} + A_{r_1, m-1} + \sum_{k=0}^{m} \sum_{l=0}^{k-1} \frac{1}{r^{2(k-l)}} A_{r_1, l}$$

$$\sim A_{r_1, 0} + \left( 1 + \frac{1}{r^2} \right) A_{r_1, m-1} + \sum_{l=0}^{m-2} \frac{1}{r^{2(m-l)}} A_{r_1, l} + \sum_{k=0}^{m-1} \sum_{l=0}^{k-1} \frac{1}{r^{2(k-l)}} A_{r_1, l} \lesssim \sum_{k=0}^{m} \frac{1}{r^{2k}} A_{2r, 0},$$

which immediately implies that (6.10) holds true.

We now turn to the proof of (6.11). Recall that, if $j = m$, then (6.11) is just the parabolic Caccioppoli’s inequality (6.2) with $r$ and $2r$, respectively, by $\zeta$ and $\xi$. Thus, by induction, to finish the proof of (6.11), it remains to show that, if (6.11) holds true for some $j + 1$, then (6.11) also holds true for $j$.

Now, for all $i \in \mathbb{Z}_+$, let $\{\rho_i\}_{i \in \mathbb{Z}_+}$ be a sequence of increasing numbers satisfying

$$\zeta = \rho_0 < \rho_1 < \cdots < \xi,$$

$$\delta_i := \rho_{i+1} - \rho_i$$

and $\tilde{\rho}_i := \rho_i + \frac{\delta_i}{2}$, where the exact value of $\rho_i$ will be determined later. Let $\varphi_i \in C_c^\infty \left( B(x_0, \tilde{\rho}_i) \right)$ satisfy $\text{supp} \varphi_i \subset B(x_0, \tilde{\rho}_i)$, $\varphi_i \equiv 1$ on $B(x_0, \rho_i)$, $\|\nabla \varphi_i\|_{L^\infty(\mathbb{R}^n)} \lesssim \frac{1}{\rho_i}$ and $\|\nabla^2 \varphi_i\|_{L^\infty(\mathbb{R}^n)} \lesssim \frac{1}{\rho_i^2}$. By properties of $\varphi_i$ and the Fourier transform, and Hölder’s inequality, we know that, for all $i \in \mathbb{Z}_+$,

$$\int_{t_0 - \rho_i}^{t_0 + \rho_i} \int_{B(x_0, \rho_i)} |\nabla^j u(x, t)|^2 \, dx \, dt$$

$$\leq \int_{t_0 - \tilde{\rho}_i}^{t_0 + \tilde{\rho}_i} \int_{B(x_0, \tilde{\rho}_i)} \left| \nabla \left( \varphi_i \nabla^{j-1} u \right) (x, t) \right|^2 \, dx \, dt.$$
\[
\mathcal{L} \left\{ \int_{t_0 - \rho}^{t_0 + \rho_i} \int_{B(x_0, \rho_i)} \left| \nabla^{j-1} u(x, t) \right|^2 \, dx \, dt \right\}^{1/2} \\
\times \left\{ \int_{t_0 - \rho}^{t_0 + \rho_i} \int_{B(x_0, \rho_i)} \left| \nabla^2 (\varphi_i \nabla^{j-1} u)(x, t) \right|^2 \, dx \, dt \right\}^{1/2} \\
\mathcal{L} \left\{ \int_{t_0 - \rho}^{t_0 + \rho_i} \int_{B(x_0, \rho_i)} \left| \nabla^{j-1} u(x, t) \right|^2 \, dx \, dt \right\}^{1/2} \\
\times \left\{ \int_{t_0 - \rho}^{t_0 + \rho_i} \int_{B(x_0, \rho_i)} \left| \left( \nabla^{j+1} u + \frac{1}{\delta_i} \nabla^j u + \frac{1}{\delta_i^2} \nabla^{j-1} u \right)(x, t) \right|^2 \, dx \, dt \right\}^{1/2} \\
\lesssim [A_{\rho_i, j-1}]^{1/2} \left[ A_{\rho_i, j+1} + \frac{1}{\delta_i} A_{\rho_i, j} + \frac{1}{\delta_i^2} A_{\rho_i, j-1} \right]^{1/2},
\]

where \( A_{\rho_i, j+1}, A_{\rho_i, j} \) and \( A_{\rho_i, j-1} \) are defined as in (6.12).

From the assumption that (6.11) holds true for \( j + 1 \) and Cauchy’s inequality with \( \epsilon \), we further conclude that, for any \( \epsilon \in (0, \infty) \), there exists a positive constant \( C(\epsilon) \) such that

\[
\int_{t_0 - \rho}^{t_0 + \rho_i} \int_{B(x_0, \rho_i)} \left| \nabla^j u(x, t) \right|^2 \, dx \, dt \\
\lesssim [A_{\rho_i+1, j-1}]^{1/2} \left[ A_{\rho_i+1, 0} + A_{\rho_i+1, j} + \sum_{k=0}^{j+1} \sum_{l=0}^{k-1} \frac{1}{\delta_i^{2(k-l)}} A_{\rho_i+1, l} + \frac{1}{\delta_i} A_{\rho_i+1, j} + \frac{1}{\delta_i^2} A_{\rho_i+1, j-1} \right]^{1/2} \\
\approx [A_{\rho_i+1, j-1}]^{1/2} \left[ A_{\rho_i+1, 0} + A_{\rho_i+1, j} + \sum_{k=0}^{j+1} \sum_{l=0}^{k-1} \frac{1}{\delta_i^{2(k-l)}} A_{\rho_i+1, l} + \sum_{l=0}^{j} \frac{1}{\delta_i} A_{\rho_i+1, l} \\
+ \frac{1}{\delta_i^2} A_{\rho_i+1, j} + \frac{1}{\delta_i^3} A_{\rho_i+1, j-1} \right]^{1/2} \\
\lesssim C(\epsilon) A_{\rho_i+1, j-1} + \epsilon A_{\rho_i+1, 0} + \epsilon A_{\rho_i+1, j} + \epsilon \sum_{k=0}^{j+1} \sum_{l=0}^{k-1} \frac{1}{\delta_i^{2(k-l)}} A_{\rho_i+1, l} + \frac{C(\epsilon)}{\delta_i^2} A_{\rho_i+1, j-1} \\
+ \epsilon \sum_{l=0}^{j} \frac{1}{\delta_i^{2(j-l)}} A_{\rho_i+1, l} + \epsilon A_{\rho_i+1, j} + \epsilon \frac{1}{\delta_i} A_{\rho_i+1, j-1} \\
\lesssim C(\epsilon) A_{\rho_i+1, j-1} + \left[ \frac{C(\epsilon)}{\delta_i^2} + \epsilon \right] A_{\rho_i+1, j-1} + \epsilon \sum_{k=0}^{j+1} \sum_{l=0}^{k-1} \frac{1}{\delta_i^{2(k-l)}} A_{\rho_i+1, l} + 3 \epsilon A_{\rho_i+1, j}.
\]

By letting \( \epsilon \) small enough, we find that there exists a positive constant \( \tilde{C} \) such that, for all \( i \in \mathbb{Z}_+ \),

(6.13) \[
\int_{t_0 - \rho}^{t_0 + \rho_i} \int_{B(x_0, \rho_i)} \left| \nabla^j u(x, t) \right|^2 \, dx \, dt \\
\leq \tilde{C} \left[ A_{\rho_i+1, j-1} + A_{\rho_i+1, 0} + \sum_{k=0}^{j+1} \sum_{l=0}^{k-1} \frac{1}{\delta_i^{2(k-l)}} A_{\rho_i+1, l} \right] + \frac{1}{2} A_{\rho_i+1, j} \\
=: \tilde{C} B_{\rho_i+1, j} + \frac{1}{2} A_{\rho_i+1, j},
\]
which immediately implies that

\[(6.14) \quad A_{\rho_0,j} \leq \tilde{C}B_{\rho_1,j} + \frac{1}{2}A_{\rho_1,j} \leq \tilde{C}B_{\rho_1,j} + \frac{1}{2}\left[\tilde{C}B_{\rho_2,j} + \frac{1}{2}A_{\rho_2,j}\right] \leq \tilde{C}\sum_{i=1}^{\infty} 2^{1-i}B_{\rho_i,j}.
\]

By the fact \(\zeta = \rho_0 < \rho_1 < \cdots < \xi\), we see that

\[(6.15) \quad \sum_{i=1}^{\infty} 2^{1-i}\tilde{C}A_{\rho_{i+1},j-1} \lesssim A_{\xi,j-1}\sum_{i=1}^{\infty} 2^{1-i} \lesssim A_{\xi,j-1}.
\]

Similarly, we have

\[(6.16) \quad \sum_{i=1}^{\infty} 2^{1-i}\tilde{C}A_{\rho_{i+1},0} \lesssim A_{\xi,0}\sum_{i=1}^{\infty} 2^{1-i} \lesssim A_{\xi,0}.
\]

Moreover, for all \(i \in \mathbb{Z}_+\), take \(\tau \in (2^{-1/(2m)}, 1)\), \(\rho_i := \zeta + (\xi - \zeta)(1 - \tau)\sum_{s=1}^{i} \tau^s\) and hence \(\delta_i = (\xi - \zeta)(1 - \tau)^{i+1}\), we then have

\[(6.17) \quad \sum_{i=1}^{\infty} 2^{1-i}\tilde{C}\sum_{k=0}^{j} \sum_{l=0}^{k-1} 2^{(k-l)}A_{\rho_{i+1},l} \lesssim \sum_{i=1}^{\infty} 2^{1-i}\tilde{C}\sum_{k=0}^{j} \sum_{l=0}^{k-1} \left[(\xi - \zeta)(1 - \tau)^{l+1} 2^{(k-l)}A_{\rho_{i+1},l}\right]
\]

\[\lesssim \sum_{k=0}^{j} \left[2^{(k-l)}\right] A_{\rho_{i+1},l} \lesssim \sum_{k=0}^{j} \left(\xi - \zeta\right)^{2(k-l)} A_{\xi,l},
\]

where the implicit positive constants depend on \(m\) and \(\tau\).

Combined the estimates (6.14) through (6.17) and the definition of \(B_{i,j}\) in (6.13), we conclude that

\[
\int_{t_0 - \zeta}^{t_0 + \zeta} \int_{B(x_0, \zeta)} \left| \nabla^j u(x, t) \right|^2 \, dx \, dt = A_{\rho_0,j} \lesssim \sum_{i=1}^{\infty} 2^{1-i}B_{i,j}
\]

\[\lesssim A_{\xi,j-1} + A_{\xi,0} + \sum_{k=0}^{j} \sum_{l=0}^{k-1} \frac{1}{(\xi - \zeta)^{2(k-l)} A_{\xi,l}},
\]

which immediately implies that (6.11) holds true for \(j\). Thus, by induction, we know that (6.11) holds true for \(j \in \{1, \ldots, m\}\), which completes the proof of Lemma 6.2.

Now, let \(\delta\) be as in Definition 4.1 and \(\delta \in [\delta, \infty)\). For all \(f \in L^2(\mathbb{R}^n)\) and \(x \in \mathbb{R}^n\), let \(S_{h, L+\delta}(f)\) be the \textit{Lusin-area function}, associated with the heat semigroup, of \(f\), defined by setting

\[
(6.18) \quad S_{h, L+\delta}(f)(x) := \left( \int_{\Gamma(x)} \left| \sum_{k=0}^{m} \frac{1}{(\xi - \zeta)^{2(k-l)} A_{\xi,l}} \right|^2 \, dy \, dt \right)^{1/2},
\]

where \(\Gamma(x)\) for all \(x \in \mathbb{R}^n\) is as in (1.2). Here, to distinguish with square functions of the form (1.5), we use the terminology \textit{Lusin-area function} to denote square functions with gradients as in (6.18).
Proposition 6.3. Let $L$ be as in (1.1) and satisfy the Ellipticity condition $(\tilde{E}_1)$, $\delta$ as in Definition 4.1 and $p \in (0, 1]$. Then, for all $\delta \leq \delta_1 < \delta_2 < \infty$, there exists a positive constant $C$ such that, for all $f \in L^2(\mathbb{R}^n)$,

$$\|S_{L+\delta_2}(f)\|_{L^p(\mathbb{R}^n)} \leq C \|S_{b, L+\delta_1}(f)\|_{L^p(\mathbb{R}^n)}.$$ 

Proof. To prove Proposition 6.3, we use the same notation as in the proof of [15, Proposition 3.3] (see also [42] for similar notation). For all $0 < \epsilon \ll R < \infty$, $\lambda \in (0, \infty)$ and $x \in \mathbb{R}^n$, the truncated cone $\Gamma^\epsilon, R, \lambda(x)$ is defined by setting

$$\Gamma^\epsilon, R, \lambda(x) := \{(y, t) \in \mathbb{R}^n \times (\epsilon, R) : |x - y| < \lambda t\}.$$ 

Let $\eta \in C_0^\infty(\Gamma^{\epsilon, R, 3/2}(x))$ satisfy $\eta \equiv 1$ on $\Gamma^{\epsilon, R, 1}(x)$, $0 \leq \eta \leq 1$ and, for all $k \in \mathbb{N}$ with $k \leq m$ and $(y, t) \in \Gamma^{\epsilon, R, 3/2}(x)$,

$$|\nabla^k \eta(y, t)| \lesssim \frac{1}{t^k}.$$ 

Let $L + \delta_2 =: \sum_{0 \leq |\alpha|, |\beta| \leq m} (-1)^{|\alpha|} \partial^\alpha \partial^\beta (a_{\alpha, \beta} \partial^\beta \partial^\beta)$. By the definition of $L + \delta_2$, Leibnitz’s rule and Hölder’s inequality, we first have

$$\lambda \sum_{0 \leq |\alpha|, |\beta| \leq m} \left\{ \int_{\Gamma^{\epsilon, R, 1}(x)} \left| t^{2m} (L + \delta_2) e^{-t^{2m} (L + \delta_2)} (f)(y) \right|^2 \frac{dy dt}{t^{n+1}} \right\}^{1/2} \lesssim \left\{ \sum_{0 \leq |\alpha|, |\beta| \leq m} C_{(\alpha, \beta)} \left( \int_{\Gamma^{\epsilon, R, 1}(x)} \left| t^{2m} (L + \delta_2) e^{-t^{2m} (L + \delta_2)} (f)(x) \partial^\alpha \partial^\beta \eta(x) \right|^2 \frac{dy dt}{t^{n+1}} \right)^{1/2} \right\} \left( \sum_{0 \leq |\alpha|, |\beta| \leq m} \left\{ \int_{\Gamma^{\epsilon, R, 1}(x)} \left| t^{2m} (L + \delta_2) e^{-t^{2m} (L + \delta_2)} (f)(y) \right|^2 \frac{dy dt}{t^{n+1}} \right\}^{1/2} \right)^{1/2} \lesssim \frac{\sum_{0 \leq |\alpha|, |\beta| \leq m}}{\sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{\theta \leq \alpha \leq \alpha} C_{(\alpha, \beta)} \left( \int_{\Gamma^{\epsilon, R, 1}(x)} \left| t^{2m} (L + \delta_2) e^{-t^{2m} (L + \delta_2)} (f)(x) \partial^\alpha \partial^\beta \eta(x) \right|^2 \frac{dy dt}{t^{n+1}} \right)^{1/2} \left( \sum_{0 \leq |\alpha|, |\beta| \leq m} \left\{ \int_{\Gamma^{\epsilon, R, 1}(x)} \left| t^{2m} (L + \delta_2) e^{-t^{2m} (L + \delta_2)} (f)(y) \right|^2 \frac{dy dt}{t^{n+1}} \right\}^{1/2} \right)^{1/2} \lesssim \frac{\sum_{0 \leq |\alpha|, |\beta| \leq m}}{\sum_{0 \leq |\alpha|, |\beta| \leq m} \sum_{\theta \leq \alpha \leq \alpha} C_{(\alpha, \beta)} \left( \int_{\Gamma^{\epsilon, R, 1}(x)} \left| t^{2m} (L + \delta_2) e^{-t^{2m} (L + \delta_2)} (f)(x) \partial^\alpha \partial^\beta \eta(x) \right|^2 \frac{dy dt}{t^{n+1}} \right)^{1/2} \left( \sum_{0 \leq |\alpha|, |\beta| \leq m} \left\{ \int_{\Gamma^{\epsilon, R, 1}(x)} \left| t^{2m} (L + \delta_2) e^{-t^{2m} (L + \delta_2)} (f)(y) \right|^2 \frac{dy dt}{t^{n+1}} \right\}^{1/2} \right)^{1/2} \right. \right. \right.$$

where $\theta := (0, \ldots, 0) \in \mathbb{N}^n$ and, for all multi-indices $\alpha$ and $\alpha$, $C_{(\alpha, \alpha)}$ is a positive constant depending only on $\alpha$ and $\alpha$.\]
We first bound $I_k$. By the fact that $e^{-t^2m(\delta_2-\delta_1)} \leq 1$, it is easy to see that, for all $k \in \{0, \ldots, m\}$,

$$I_k \lesssim \left\{ \int_{\Gamma^{\varepsilon/2, 2R, 3/2}(x)} t^{m-k} \left( t^{2m} [L + \delta_1] e^{-t^{2m}[L+\delta_2]} (f) \right)(y) \frac{dy dt}{t^{n+1}} \right\}^{1/4}. \tag{6.21}$$

To bound $J_{k, t}$, for $l = 0$, by the fact that, for all $j \in \mathbb{Z}_+$,

$$\rho^l e^{-t^{2m}(\delta_2-\delta_1)} \lesssim 1, \tag{6.22}$$

we conclude that

$$J_{k, 0} \lesssim \left\{ \int_{\Gamma^{\varepsilon/2, 2R, 3/2}(x)} t^{m-k} \left( t^{2m} [L + \delta_1] e^{-t^{2m}[L+\delta_2]} (f) \right)(y) \frac{dy dt}{t^{n+1}} \right\}^{1/4} + \left\{ \int_{\Gamma^{\varepsilon/2, 2R, 3/2}(x)} t^{m-k} \left( t^{2m} [L + \delta_2 - \delta_1] e^{-t^{2m}[L+\delta_2]} (f) \right)(y) \frac{dy dt}{t^{n+1}} \right\}^{1/4} \tag{6.23}$$

$$\lesssim \left\{ \int_{\Gamma^{\varepsilon/2, 2R, 3/2}(x)} t^{2m} (L + \delta_1) e^{-t^{2m}[L+\delta_2]} (f) \right\|^2 \frac{dy dt}{t^{n+1}} \right\}^{1/4} + \left\{ \int_{\Gamma^{\varepsilon/2, 2R, 3/2}(x)} e^{-t^{2m}(L+\delta_1)} (f)(y) \frac{dy dt}{t^{n+1}} \right\}^{1/4}.$$

For $k = m = l$, let $Q(z, 2r)$ be the cube with center $z$ and sidelength $2r$ in $\mathbb{R}^{n+1}$. Write $z := (z^*, t)$ with $z^* \in \mathbb{R}^n$ and $t \in (0, \infty)$. Assume that $\{Q(z_j, 2r_j)\}_j$ is a covering of $\Gamma^{\varepsilon/2, 2R, 3/2}(x)$ satisfying

$$\Gamma^{\varepsilon/2, 2R, 3/2}(x) \subset \bigcup_{j \in \mathbb{N}} Q(z_j, 2r_j) \subset \bigcup_{j \in \mathbb{N}} Q(z_j, 4\sqrt{n}r_j) \subset \Gamma^{\varepsilon/4, 3R, 2}(x),$$

$$d\left( z_j, \left( \Gamma^{\varepsilon/4, 3R, 2}(x) \right)^c \right) \sim r_j \sim d(z_j, \{t = 0\})$$

and the collection $\{B(z_j^*, \sqrt{n}r_j) \times (t_j - \sqrt{n}r_j, t_j + \sqrt{n}r_j)\}_j$ has a bounded overlap, where, for all $j \in \mathbb{N}$, $z_j := (z_j^*, t_j)$.

Moreover, we know that

$$\Gamma^{\varepsilon/2, 2R, 3/2}(x) \subset \bigcup_{j \in \mathbb{N}} Q(z_j, 2r_j) \subset \bigcup_{j \in \mathbb{N}} B(z_j^*, \sqrt{n}r_j) \times (t_j - \sqrt{n}r_j, t_j + \sqrt{n}r_j)$$

$$\subset \bigcup_{j \in \mathbb{N}} B(z_j^*, 2\sqrt{n}r_j) \times (t_j - 2\sqrt{n}r_j, t_j + 2\sqrt{n}r_j) \subset \bigcup_{j \in \mathbb{N}} Q(z_j, 4\sqrt{n}r_j)$$

$$\subset \Gamma^{\varepsilon/4, 3R, 2}(x).$$

Thus, by the parabolic Caccioppoli’s inequality (6.3) and (6.22), we obtain

$$\left( J_{m, m} \right)^4 \lesssim \sum_j \int_{t_j - \sqrt{n}r_j}^{t_j + \sqrt{n}r_j} \int_{B(z_j^*, \sqrt{n}r_j)} t^m \sum_{k=0}^m \left| t^{m-k} \left( t^{2m} [L + \delta_1] e^{-t^{2m}[L+\delta_2]} (f) \right)(y) \right|^2 \frac{dy dt}{t^{n+1}}. \tag{6.24}$$
Let $f$ for all $x$ with $\gamma$ the proof of [15, Proposition 3.3], completes the proof of Proposition 6.3. Formula (6.25) is defined by setting $\delta$ Proposition 6.4.

For general $e \in \mathbb{R}$ be as in Definition 4.1. Then there exist $\delta \epsilon \epsilon \epsilon \epsilon$ and $\kappa, l$ by the interpolation inequality (2.4), we see that

$$
\left( J_{k,l} \right)^4 \leq \int_{\epsilon/2}^{2\epsilon} \int_{B(x, \frac{\epsilon}{2} t)} \left| t^{-m+\kappa} \int_{B(x, \frac{\epsilon}{2} t)} \left| t^{-m+\kappa} \int_{B(x, \frac{\epsilon}{2} t)} \frac{1}{(\gamma t)^n} \int_{B(y, \gamma t)} \left| e^{-t^2m(L+\delta_2)}(f)(z) \right|^2 dz \right| \frac{dy dt}{\epsilon^{n+1}} \right|^2 dy dt
$$

which, together with (6.20) through (6.24) and an argument similar to the corresponding part in the proof of [15, Proposition 3.3], completes the proof of Proposition 6.3. \qed

Now, we control the $L^p(\mathbb{R}^n)$ quasi-norm of $S_{h, L+\delta}(f)$ by that of the associated non-tangential maximal function.

**Proposition 6.4.** Let $L$ be as in (1.1) and satisfy the Ellipticity condition $(\tilde{E}_1)$, $p \in (0, 1]$, $\delta \in (0, \infty)$ be as in Definition 4.1. Then there exist $\delta_1 \in (\delta, \infty)$, and positive constants $\gamma$ and $C$ such that, for all $f \in L^2(\mathbb{R}^n)$,

$$
\| S_{h, L+\delta_1}(f) \|_{L^p(\mathbb{R}^n)} \leq C \left\| N^\gamma_{h, L+\delta}(f) \right\|_{L^p(\mathbb{R}^n)} ,
$$

where, for all $\gamma \in (0, \infty)$, $f \in L^2(\mathbb{R}^n)$ and $x \in \mathbb{R}^n$, the non-tangential maximal function $N^\gamma_{h, L+\delta}(f)$ is defined by setting

$$
N^\gamma_{h, L+\delta}(f)(x) := \sup_{(y, t) \in \Gamma_\gamma(x)} \left\{ \frac{1}{(\gamma t)^n} \int_{B(y, \gamma t)} \left| e^{-t^2m(L+\delta)}(f)(z) \right|^2 dz \right\}^{\frac{1}{2}}
$$

with $
\Gamma_\gamma(x) := \{(y, t) \in \mathbb{R}^{n+1} : |y - x| < \gamma t\}$

for all $x \in \mathbb{R}^n$. 


Proof. To prove Proposition 6.4, we use the same notation as in the proof of [15, Proposition 3.7]. Let \( \sigma \in (0, \infty) \), \( \delta \in (0, \infty) \) be as in Definition 4.1 and \( f \in L^2(\mathbb{R}^n) \). Assume that \( \gamma \in (0, \infty) \), whose exact value will be determined later. Let

\[
E := \left\{ x \in \mathbb{R}^n : N^h_{R,L+\delta}(f)(x) \leq \sigma \right\}.
\]

Its subset \( E^* \) of global \( 1/2 \) density is defined by

\[
E^* := \left\{ x \in \mathbb{R}^n : \text{for all balls } B(x, r) \text{ in } \mathbb{R}^n, \frac{|E \cap B(x, r)|}{|B(x, r)|} \geq \frac{1}{2} \right\}.
\]

For all \( 0 < \epsilon \ll R < \infty \), let \( \mathcal{R}^\epsilon.R.\gamma(E^*) := \bigcup_{x \in E^*} \Gamma^\epsilon.R.\gamma(x) \) be the sawtooth region based on \( E^* \). Moreover, for all \( y \in \mathbb{R}^n \) and \( t \in (0, \infty) \), let \( u(y, t) := e^{-t^{2m}(L+\delta_1)}(f)(y) \), where \( \delta_1 \in (\delta, \infty) \). Using the interpolation inequality (2.4) and Fubini’s theorem, we conclude that

\[
\int_{E^*} \left[ \frac{S^{2\epsilon.R.1/2}_{h, L+\delta_1}(f)(x)}{dx} \right]^2 \leq \int_{E^*} \left\{ \int_{\Gamma^\epsilon.h.\frac{1}{2}(x)} \left[ m e^{-t^{2m}(L+\delta_1)}(f)(y) \right]^2 \frac{dy dt}{\mu^2} \right\} dx
\]

\[
+ \int_{\mathbb{R}^n.h.\frac{1}{2}(E^*)} \int_{\mathbb{R}^n.d.\frac{1}{2}(y)} \left[ u(y, t) \right]^2 + \left| \nabla u(y, t) \right|^2 \frac{dy dt}{\epsilon} =: A,
\]

where \( S^{2\epsilon.R.1/2}_{h, L+\delta_1}(f) \) is defined as in (6.18) with \( \Gamma(x) \) replaced by \( \Gamma^{2\epsilon,R.\frac{1}{2}}(x) \) (see (6.19)).

Before controlling \( A \), we first let \( \sum_{\alpha \leq |\alpha|, |\beta| \leq m} (-1)^{|\alpha|} \partial^\alpha (a_{\alpha, \beta, \delta}(y) \partial^\beta u(y, t) \partial^\alpha u(y, t) \eta(y, t)) \frac{dy dt}{l} \)

\[
\geq \sum_{0 \leq |\alpha|, |\beta| \leq m, |\alpha|+|\beta| < 2m} \left\{ \int_{\mathbb{R}^n} \left[ t^{2m} a_{\alpha, \beta, \delta}(y) \partial^\alpha u(y, t) \partial^\alpha u(y, t) \eta(y, t) \right] \frac{dy dt}{l} \right\}
\]

\[
= K_1 - \sum_{0 \leq |\alpha|, |\beta| \leq m, |\alpha|+|\beta| < 2m} K_{\alpha, \beta}.
\]

To control \( K_{\alpha, \beta} \), without loss of generality, we may assume that \( |\alpha| = m \) and \( |\beta| < m \), since other cases can be estimated in a similar way. By Cauchy’s inequality with \( \epsilon \), we see that, for all \( \epsilon \in (0, \infty) \), there exists a positive constant \( C_0 \), such that

\[
\int_{\mathbb{R}^n} \left[ \partial^\alpha u(y, t) \right]^2 \eta(y, t) \frac{dy dt}{l} \leq C_0 \int_{\mathbb{R}^n} \left[ \partial^\alpha u(y, t) \right]^2 \eta(y, t) \frac{dy dt}{l}.
\]
\[ \varepsilon, \delta \] such that we see that

\[ \beta, \delta \] which, combined with (6.26), implies that

By letting \( \delta, \epsilon \) sufficiently large and \( \epsilon \) in (6.27) and (6.29) sufficiently small, together with (6.28), we immediately obtain

(6.28) \[ \mathcal{K}_\alpha \lesssim \Re \left\{ \int_{\mathbb{R}^{n+1}} t^{2m} \sum_{|\alpha|=m=|| \beta|} a_{\alpha, \beta}(y) \partial^\beta u(y, t) \overline{\partial^\alpha u(y, t)} \eta(y, t) \frac{dy dt}{t} \right\}. \]

For term \( \mathcal{K}_\beta \), using the Ellipticity condition \((\mathcal{E}_1)\), the weighted interpolation inequality (2.5) and Cauchy’s inequality with \( \epsilon \), we know that, for all \( \epsilon \in (0, \infty) \), there exists a positive constant \( C(\epsilon) \) such that

(6.29) \[ \mathcal{K}_\beta \lesssim \left\{ \int_{\mathbb{R}^{n+1}} t^{m} |\nabla^m u(y, t)|^2 \eta(y, t) \frac{dy dt}{t} \right\}^{\frac{|\beta|}{m}} \times \left\{ \int_{\mathbb{R}^{n+1}} t^{m} |u(y, t)|^2 \eta(y, t) \frac{dy dt}{t} \right\}^{\frac{m-|\beta|}{m}} \lesssim \epsilon \int_{\mathbb{R}^{n+1}} t^{m} |\nabla^m u(y, t)|^2 \eta(y, t) \frac{dy dt}{t} + C(\epsilon) \int_{\mathbb{R}^{n+1}} t^{m} |u(y, t)|^2 \eta(y, t) \frac{dy dt}{t} \]

\[ \lesssim \epsilon \Re \left\{ \int_{\mathbb{R}^{n+1}} t^{2m} \sum_{|\alpha|=m=|| \beta|} a_{\alpha, \beta}(y) \partial^\beta u(y, t) \overline{\partial^\alpha u(y, t)} \eta(y, t) \frac{dy dt}{t} \right\} \]

\[ + C(\epsilon) \int_{\mathbb{R}^{n+1}} t^{m} |u(y, t)|^2 \frac{dy dt}{t}. \]

By letting \( \delta_1 \) sufficiently large and \( \epsilon \) in (6.27) and (6.29) sufficiently small, together with (6.28), we see that

\[ \sum_{0 \leq |\alpha|, |\beta| \leq m, |\alpha| + |\beta| < 2m} K_{\alpha, \beta} \leq \frac{1}{2} K_1, \]

which, combined with (6.26), implies that

\[ \Re \left\{ \int_{\mathbb{R}^{n+1}} t^{2m} \sum_{0 \leq |\alpha|, |\beta| \leq m} a_{\alpha, \beta, \delta_1}(y) \partial^\beta u(y, t) \overline{\partial^\alpha u(y, t)} \eta(y, t) \frac{dy dt}{t} \right\} \geq \frac{1}{2} \Re \left\{ \int_{\mathbb{R}^{n+1}} t^{2m} \left[ \delta_1 u(y, t) \overline{u(y, t)} + \sum_{|\alpha|=m=|| \beta|} a_{\alpha, \beta} \partial^\beta u(y, t) \overline{\partial^\alpha u(y, t)} \right] \eta(y, t) \frac{dy dt}{t} \right\}. \]

From this, together with \( \delta_1 \in (\delta, \infty) \), the Ellipticity condition \((\mathcal{E}_1)\), integration by parts and Leibnitz’s rule, we deduce that

\[ A \sim \int_{\mathbb{R}^{n+1}} t^{2m} \left[ |u(y, t)|^2 + |\nabla^m u(y, t)|^2 \right] \frac{dy dt}{t} \]

\[ \lesssim \Re \left\{ \int_{\mathbb{R}^{n+1}} t^{2m} \left[ \delta_1 |u(y, t)|^2 + \sum_{|\alpha|=m=|| \beta|} a_{\alpha, \beta} \partial^\beta u(y, t) \overline{\partial^\alpha u(y, t)} \eta(y, t) \right] \frac{dy dt}{t} \right\}. \]
Let \( p \) be as in (1.1) and satisfy the Weak ellipticity condition \((\mathcal{E})\). For all \( p \in (0, \infty) \), the Hardy space \( H^p_{\mathcal{N}_{h,L+\delta}}(\mathbb{R}^n) \) is defined as the completion of

\[
\left\{ f \in L^2(\mathbb{R}^n) : \mathcal{N}_{h,L+\delta}(f) \in L^p(\mathbb{R}^n) \right\}
\]

with respect to the quasi-norm \( \|f\|_{H^p_{\mathcal{N}_{h,L+\delta}}(\mathbb{R}^n)} := \|\mathcal{N}_{h,L+\delta}(f)\|_{L^p(\mathbb{R}^n)} \), where \( \mathcal{N}_{h,L+\delta}(f) \) is as in (6.25).

**Theorem 6.6.** Let \( L \) be as in (1.1) and satisfy the Ellipticity condition \((\mathcal{E}_1)\), \( p \in (0, 1] \) and \( \delta \in (0, \infty) \) be as in Definition 4.1. Then, for all \( p \in (0, 1] \), \( H^p_{L+\delta}(\mathbb{R}^n) = H^p_{\mathcal{N}_{h,L+\delta}}(\mathbb{R}^n) \) with equivalent quasi-norms.
Proof. The proof of the inclusion that $H_{\mathcal{N}_h,L+\delta}(\mathbb{R}^n) \subset H_p^{L+\delta}(\mathbb{R}^n)$ follows immediately from Propositions 6.3 and 6.4, and Corollary 4.10. For the converse inclusion, by Theorem 4.5, we only need to show that, for all $p \in (0, 1]$, $\epsilon \in (0, \infty)$, $M \in \mathbb{N}$ such that $M > \frac{n}{2m}(\frac{1}{p} - \frac{1}{2})$ and $(p, 2, M, \epsilon)_{L+\delta}$-molecules $\alpha, \mathcal{N}_h,L+\delta(\alpha)$ are uniformly bounded in $L^p(\mathbb{R}^n)$. This can be proved by using the off-diagonal estimates of $L+\delta$ in Proposition 2.10 (see also the proof of [42, Theorem 6.3] for more details), the details being omitted. This finishes the proof of Theorem 6.6.
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