
Math 8212 Commutative and Homological Algebra 2 Spring 2022

Homework Assignment 4 Due Saturday 5/7/2022, uploaded to Gradescope.

Each question part is worth 1 point. There are 8 question parts. You are on target for an

A if you make a genuine attempt on at least half of them. This homework has fewer parts

than previous homeworks. If you can find a way to do the calculation of your overall score

so that it comes to be more than 50% (e.g. by weighting each of the four homeworks so

that they count equally, or by something else), I will accept that.

1. Although we did not define explicitly the higher differentials in a spectral sequence, it

is possible to deduce what they must be in this example. Consider the double complex

Z p←− Z ←− 0y y1

y
0 ←− Z p←− Z

with terms that are 0 except as shown, the nonzero terms being in bidegrees

(0, 0), (1, 0), (−1, 1) and (0, 1).

a. Compute the homology of the total complex of this double complex. [You may want

to use standard facts having to do with structure of finitely generated modules over a

Euclidean domain, Smith Normal Form etc, including the fact that the order of a quotient

of a free abelian group by the subgroup spanned by columns of a square matrix is the

determinant of that matrix.]

b. Filtering the double complex by rows (so that the modules in each row describe the

quotient of two consecutive terms in the filtration), we get a spectral sequence. Find all

the numbers n for which En = En+1. Determine whether the naturally given grading

on the E∞ term is the same as the naturally given grading on the homology of the total

complex from a.

c. Filtering the double complex by columns (so that the modules in each column describe

the quotient of two consecutive terms in the filtration), we get a spectral sequence. Find

all the numbers n for which En = En+1. Determine whether the naturally given grading

on the E∞ term is the same as the naturally given grading on the homology of the total

complex from a.

d. Describe how to construct a spectral sequence for which E5 6= E6 = E∞.

Solution. a. The total complex is a complex 0 ← Z2 α←Z2 ← 0 where the matrix of α is(
p 0
1 p

)
. We see that α is injective (non-zero determinant) so the top homology is 0. The



bottom homology is the quotient of Z2 by the span of the columns of the matrix, which is

equivalent by row and column operations to(
p 0
1 p

)
∼
(

0 −p2

1 p

)
∼
(
−p2 0
p 1

)
∼
(
p2 0
0 1

)
.

A result in Math8202 says these operations do not change the factor groups so the bottom

homology is Z/p2Z.

b. The E0 and E1 are

Z p←− Z ←− 0

0 ←− Z p←− Z
,

Z/pZ 0 0y y y
0 Z/pZ 0

and differentials are 0 from that page onwards because they map between positions where

at least one term is 0. Thus E1 = E2 = · · · = E∞ so the n with En = En+1 are the n ≥ 1.

c. The E0 and E2 are

Z Z 0y y1

y
0 Z Z

,
Z ←− 0 ←− 0

0 ←− 0 ←− Z
,

Z 0 0
0 0 Z

where d2 maps the bottom right Z to the top left Z. Subsequent differentials are 0 because

they go between positions where at least one term is 0, so we deduce E1 = E2 6= E3 =

E4 = · · · = E∞ and the non-zero d2 component must be p2 to give the correct answer for

E∞. The n asked for are n = 1 and n ≥ 3.

d. A similar double complex with 5 staggered rows will give E5 6= E6 = E∞.

2. (Similar to Exercise 10.12 of Eisenbud) Let S = k[x1, . . . , xr] be a polynomial ring over

a field k in r variables, where the indeterminate xi has degree di. Let M be a finitely

generated graded S-module and put HM (n) = dimkMn and hM (t) =
∑
n≥0HM (n)tn.

a. Show that hM (t) is a rational function of t, and that in fact hM (t) may be written as

a polynomial divided by
∏
i=1(1− tdi).

b. Show that there is a number d (which may be taken to be the least common multiple

of the degrees di) such that for each s, HM (dn + s) agrees with a polynomial in n for all

n >> 0; that is, HM (n) is an ‘almost PORC function’ of n.

Solution a. This part was done in class. Consider the exact sequence

0→ K →M
xr→M → L→ 0.



Then in each degree n we have dimKn−dimMn + dimMn+dr −dimLn+dr = 0. Multiply

by tn+dr and sum to get tdrhK(t)− tdrhM (t) + hM (t)− hL(t) = g(t) for some polynomial

g(t). This gives

(1− tdr )hM (t) = hL(t)− tdrhK(t) =
u(t)∏r−1

i=1 (1− tdi)

by induction on r, because K and L are annihilated by xr and so are k[x1, . . . , xr−1]-

modules, where u is some further polynomial. We obtain

hM (t) =
u(t)∏r

i=1(1− tdi)

b. Let d be the l.c.m. of {d1, . . . , dr}, We can write 1
(1−tdi )

= qi(t)
(1−td)

where qi(t) =

1+ tdi + · · ·+ t(d−di) and this allows us to write hM (t) as a polynomial divided by (1− td)r.
The function 1

(1−td)r
is almost PORC with modulus d where the coefficient of tdn+s is 0

unless s = 0, in which case it equals the coefficient of tn in 1
(1−t)r , which is polynomial for

n >> 0. Multiplying by a polynomial does not change the almost PORC property.

3. Let k be a field. The ring A = k[x, y]/(x2 − y3) that we studied in class has maximal

ideal m = (x̄, ȳ), where bars denote the images of elements in A. We saw in class that

the ideal (ȳ) is m-primary. For any m-primary ideal J we may form the (Hilbert-)Samuel

function χJ(n) = dimk(A/Jn). Note that if we were to localize at m we would have

Am/(Jm)n ∼= A/Jn, so we don’t have to localize before computing the dimension.

a. Compute the values of χm(n). Find the polynomial f(t) such that χm(n) = f(n) for

large n.

b. Compute the values of χ(ȳ)(n). Find the polynomial f(t) such that χ(ȳ)(n) = f(n) for

large n.

Solution a. A has k-basis {1, x̄, ȳ, x̄ȳ, ȳ2, x̄ȳ2, . . .}. The power mn has basis this list from

x̄ȳn−1 onwards, so the values of dimA/mn when n = 0, 1, 2, . . . are 0, 1, 3, 5, 7, . . . so f(t) =

2t− 1.

b. In this case (ȳ)n is spanned by the elements in the list from ȳn onwards, so the values

of dimA/(ȳ)n when n = 0, 1, 2, . . . are 0, 2, 4, 6, . . . so f(t) = 2t.


