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Abstract

Single-particle cryo-electron microscopy (cryo-EM) has recently joined X-ray crystallography and NMR spectroscopy as a high-resolution structural method for biological macromolecules. In a cryo-EM experiment, the microscope produces images called micrographs. Projections of the molecule of interest are embedded in the micrographs at unknown locations, and under unknown viewing directions. Standard imaging techniques first locate these projections (detection) and then reconstruct the 3-D structure from them. Unfortunately, high noise levels hinder detection. When reliable detection is rendered impossible, the standard techniques fail. This is a problem especially for small molecules, which can be particularly hard to detect. In this paper, we propose a radically different approach: we contend that the structure could, in principle, be reconstructed directly from the micrographs, without intermediate detection. As a result, even small molecules should be within reach for cryo-EM. To support this claim, we setup a simplified mathematical model and demonstrate how our autocorrelation analysis technique allows to go directly from the micrographs to the sought signals. This involves only one pass over the micrographs, which is desirable for large experiments. We show numerical results and discuss challenges that lay ahead to turn this proof-of-concept into a competitive alternative to state-of-the-art algorithms.

1 Introduction

Cryo-electron microscopy (cryo-EM) is an imaging technique in structural biology used for single particle reconstruction (SPR) of macromolecules. In a cryo-EM experiment, biological samples are rapidly frozen in a thin layer of vitreous ice. The microscope produces a 2-D tomographic image of the samples embedded in the ice, called a micrograph. Each micrograph contains tomographic projections of the samples at unknown locations and under unknown viewing directions. The goal is to construct 3-D models of the molecular structure from the micrographs.

The signal to noise ratio (SNR) of the projections in the micrographs is a function of two dominating factors. On the one hand, the SNR is a function of the electron dose. To keep radiation damage within acceptable bounds, the dose must be kept low, which leads to high noise levels. On the other hand, the SNR is a function of the molecule size. The smaller the molecules, the fewer detected electrons carry information about them.
Figure 1: Example of micrographs of size $250 \times 250$ with additive white Gaussian noise of variance $\sigma^2$ for increasing values of $\sigma$. Each micrograph contains the same four occurrences of a $50 \times 50$ image of Einstein. In panel (c), the noise level is such that it is very challenging to locate the occurrences of the planted image. In fact, it can be shown that at low SNR, reliable detection of individual image occurrences is impossible, even if the true image is known. By analogy to cryo-EM, this depicts a scenario where particle picking cannot be done.

Figure 2: Recovery of Einstein from micrographs at noise level $\sigma = 3$ (see Figure 1(c)). Averaged autocorrelations of the micrographs allow to estimate the power spectrum of the target image. This does not require particle picking. A phase retrieval algorithm (RRR) produces the estimates here shown, initialized randomly. Estimates are obtained from $2 \times 10^2, 2 \times 10^3, 2 \times 10^4, 2 \times 10^5$ micrographs (growing across panels from left to right) of size $4096 \times 4096$, each containing 700 image occurrences on average.

All contemporary methods in the field split the reconstruction procedure into two main stages. The first stage consists in extracting the various particle projections from the micrographs. This stage is called particle picking. The second stage aims to construct a 3-D model of the molecular structure from these projections. The quality of the reconstruction eventually hinges on the quality of the particle picking stage. Figure 1 illustrates how particle picking becomes increasingly challenging as the SNR degrades.

Crucially, it can be shown that reliable detection of individual particles is impossible below a certain critical SNR. This fact has been recognized early on by the cryo-EM community. In particular, in an influential paper from 1995, Richard Henderson [18] investigates the following questions:

For the purposes of this review, I would like to ask the question: what is the smallest size of free-standing molecule whose structure can in principle be determined by phase-contrast electron microscopy? Given what has already been demonstrated in published work, this reduces to the question: what is the smallest size of molecule for which it is possible to determine from images of unstained molecules the five parameters needed to define accurately its orientation (three parameters) and position (two parameters) so that averaging can be performed?
In that paper and in others that followed (e.g., [15]), it was established that particle picking is impossible for molecules below a certain weight (below \(\sim 50 \text{kDa}\)). Joachim Frank voices a similar observation in his 2017 Nobel prize lecture: "Using the ribosome as an example, it became clear from the formula we obtained that the single-particle approach to structure research was indeed feasible for molecules of sufficient size: Particle Size > \(3/\text{[Contrast}^2 \times \text{Resolution (as length)} \times \text{Critical Electron Dose]}\)" [13]. As these two leaders of the cryo-EM community point out, it is impossible to reconstruct small molecules by any of the existing computational pipelines for single particle analysis in cryo-EM, because the particles themselves cannot be picked from the micrographs. Yet, imaging such molecules is important for structure-guided drug design and other applications [34].

The unique issues raised by small particles have been mitigated by recent technological advances in the field, including the use of Volta phase plates [22, 27] and scaffolding cages [29]. Despite this progress, detecting small molecules in the micrographs remains a challenge. We note that nuclear magnetic resonance (NMR) spectroscopy and X-ray crystallography are well suited to reconstruct small molecules. Yet, cryo-EM has a lot to offer even for molecules with already known structures obtained via NMR spectroscopy or X-ray crystallography, because these methods have limited ability to distinguish conformational variability.

In this paper, we argue that there is a gap between the two questions in Henderson’s quoted excerpt above, and that one may be able to exploit it to design better reconstruction algorithms. Specifically, the impossibility of particle picking does not necessarily imply impossibility of particle reconstruction. Indeed, the aim is only to reconstruct the molecule: estimating the locations of the particles in the micrograph is merely a helpful intermediate stage when it can be done. Our main message is that the limits particle picking imposes on molecule size do not necessarily translate into limits on particle reconstruction.

As a proof of concept, we first study a toy model for which it is easier to convey the mathematical principles. In this model, an unknown image appears multiple times at unknown locations in each of several micrographs, each affected by additive Gaussian noise—see Figure 1 for an illustration. The goal is to estimate the planted image. The task is challenging in particular when the SNR is low enough that particle picking (identifying the locations of each image in each micrograph) cannot be done reliably. This problem is interesting on its own as it appears in other scientific applications, including spike sorting [26], passive radar [16] and system identification [30].

In order to recover the image, we use autocorrelation analysis. Specifically, we relate the autocorrelations of the micrographs to the autocorrelations of the image. For any noise level, these autocorrelations can be estimated to any desired accuracy, provided that we observe sufficiently many image occurrences and the latter are separated in the micrograph. Importantly, there is no need to detect individual image occurrences. The autocorrelations of the micrographs are straightforward to compute and require only one pass over the data. After estimation of the density of particles in the micrographs, these directly yield estimates for the autocorrelations of the target image itself. To estimate the image itself from its estimated autocorrelations, we solve a nonlinear inverse problem; see for instance Figure 2.

Beyond this 2-D proof of concept, we look toward 3-D reconstruction as well. Zvi Kam [21] first proposed autocorrelation analysis for 3-D reconstruction, under the assumption of perfect particle picking: his method used autocorrelations of the picked, perfectly centered, particles. In contrast, we derive the mathematical relation between the autocorrelations of the micrographs as a whole and the 3-D volume, under some simplifying conditions. We show a few numerical examples and outline the future developments required to make this method applicable to experimental data.

Another interesting feature of the described approach pertains to model bias, whose importance in cryo-EM was stressed by a number of authors [37, 43, 19, 42]. In the classical “Einstein from noise” experiment, multiple realizations of pure noise are aligned to a picture of Einstein using template matching and then averaged. In [37], it was shown that the averaged noise rapidly becomes remarkably similar to the Einstein template. In the context of cryo-EM, this experiment exemplifies how prior
assumptions about the particles may influence the reconstructed structure. This model bias is common to all particle picking methods based on template matching. In our approach, no templates or human intervention are required, thus significantly reducing concerns about model bias.

2 Proof of concept: A mathematical toy model

In this section, we present a toy model in order to introduce the mathematical principles enabling estimation of a signal in a low SNR regime, even when detection is impossible. Later, we discuss how these principles carry through for the SPR problem. We first formulate the model for 1-D signals to ease exposition.

Let \( x \in \mathbb{R}^L \) be the target signal and let \( y \in \mathbb{R}^N \) be the observed data, where we assume \( N \) is far larger than \( L \). Let \( s \in \{0, 1\}^{N-L+1} \) be a binary signal indicating (with 1’s) the starting positions of all occurrences of \( x \) in \( y \), so that, with additive white Gaussian noise:

\[
y = x * s + \varepsilon, \quad \varepsilon \sim \mathcal{N}(0, \sigma^2 I_N),
\]

where \( * \) denotes linear convolution. While both \( x \) and \( s \) are unknown, the goal is only to estimate \( x \) from \( y \). This is a key difference with other works on *blind deconvolution*, a longstanding problem arising in a variety of engineering and scientific applications such as astronomy, communication, image deblurring, system identification and optics; see [20, 36, 3, 2], just to name a few. The parameters of the signal \( s \) (the locations of its nonzero values) are the *nuisance variables* of the problem. As will be shown next, in a low SNR environment, estimating \( s \) is impossible, whereas estimating \( x \) is tractable under some conditions on \( s \).

We assume the binary signal \( s \) obeys a *separation condition*:

\[
\text{If } s[i] = 1 \text{ and } s[j] = 1 \text{ for } i \neq j, \text{ then } |i - j| \geq 2L - 1.
\]

In words: the starting positions of any two occurrences must be separated by at least \( 2L - 1 \) positions, so that their end points are necessarily separated by at least \( L - 1 \) signal-free entries in the micrograph.

Our problem can be interpreted as a special case of the *system identification* problem. Similarly to (1), the forward model takes the form \( y = x * w + \varepsilon \), where \( x \) is the unknown signal (the system’s impulse response), \( w \) is an unknown (often random) input sequence, and \( \varepsilon \) is an additive noise. The goal of this problem is to estimate \( x \), usually referred to as “identifying the system.” The question of identifiability of \( x \) under this observation model is addressed for certain Gaussian and non-Gaussian \( w \) in [6, 23]. In the special case where \( w \) is binary and satisfies our separation condition, we recover our model.

Likelihood-based methods estimate \( x \) as the maximizer of some function \( f(x|y) \), where \( f \) is derived from the likelihood function of \( x \) given the observed signal \( y \). If some prior is assumed on \( x \), then \( f(x|y) \) can be taken to be the posterior distribution of \( x \) given the data; this is the simplest form of Bayesian inference. Methods based on such formulations are popular nowadays in cryo-EM; see for instance [38, 35]. Optimizing the function \( f(x|y) \) exactly is often intractable, and thus heuristic methods are used instead. One proposed technique is to use Markov Chain Monte Carlo (MCMC) [10]. In special cases, including the case where \( w \) is binary, expectation maximization (EM) has been used [10]. The EM method for discrete \( w \) is based on a certain “forward-backward” procedure used in hidden Markov models [33]. However, the complexity of this procedure is superlinear in \( N \), and therefore its usage is limited for big data sets.

Because likelihood methods are computationally expensive, methods based on recovery from moments have also been previously used for system identification. Methods based on the third- and fourth-order moments are described and analyzed in [28, 14, 41]. Building on such ideas, we focus on an autocorrelation analysis for (1).
3 The detection limit

In the low SNR regime—even if $x$ is known—estimating the binary sparse signal $s$ is impossible, that is, one cannot reliably detect occurrences of $x$ in the micrograph $y$. To support this claim, we consider a strictly simpler problem: suppose an oracle identifies for us one interval of length $L$ in the micrograph that either contains a full signal occurrence (plus noise), or contains just noise. Our task is to determine which one it is, that is, to determine whether the corresponding entry of $s$ is 0 or 1. The oracle further provides the signal $x$, the probability $q$ that the interval contains signal, and the noise variance $\sigma^2$.

This decision problem can be abstracted as follows: We have two known vectors $\theta_0 = x$ and $\theta_1 = 0$ in $\mathbb{R}^L$. There is a random variable $\eta$ taking values 0 or 1 with probabilities $q$ and $1 - q$, respectively. We observe a random vector $X \in \mathbb{R}^L$ (an extract of the micrograph) with the following distribution: if $\eta = 0$, then $X \sim \mathcal{N}(\theta_0, \sigma^2 I_L)$ and if $\eta = 1$, then $X \sim \mathcal{N}(\theta_1, \sigma^2 I_L)$.

We observe $X$, and our task is to estimate $\eta$. How reliably can this be done? If $q \geq 1/2$, the constant estimator $\hat{\eta} = 0$ is correct with probability $q$; likewise, if $q \leq 1/2$, the constant estimator $\hat{\eta} = 1$ is correct with probability $1 - q$. The question is, can we do better than this? We prove that, as $\sigma \to \infty$, the answer is no. The result is proved in Appendix B.

Proposition 3.1. For any deterministic estimator $\hat{\eta}$ of $\eta$,

$$\lim_{\sigma \to \infty} \text{Prob}[\hat{\eta} = \eta] \leq \max(q, 1 - q);$$

which is: as the SNR deteriorates, the probability of success is no better than random chance.

Proposition 3.1 implies that in order to estimate the signal at low SNR we must consider methods that aim to estimate the signal $x$ directly, without estimating the nuisance variable $s$ as an intermediate step. In the next sections, we consider autocorrelation analysis for that purpose.

4 Autocorrelation analysis

In general, for a signal $z$ of length $m$, the autocorrelation of order $q = 1, 2, \ldots$ is given for any integer shifts $\ell_1, \ldots, \ell_{q-1}$ by

$$a_q^0[\ell_1, \ldots, \ell_{q-1}] = \frac{1}{m} \sum_{i=-\infty}^{+\infty} z[i]z[i + \ell_1] \cdots z[i + \ell_{q-1}],$$

where indexing of $z$ out of the range $0, \ldots, m - 1$ is zero-padded. Explicitly, the first-, second- and third-order autocorrelations are given by:

$$a^1_z = \frac{1}{m} \sum_{i=0}^{m-1} z[i],$$

$$a^2_z[\ell] = \frac{1}{m} \sum_{i=\max(0,-\ell)}^{m-1+\min(0,-\ell)} z[i]z[i + \ell],$$

$$a^3_z[\ell_1, \ell_2] = \frac{1}{m} \sum_{i=\max(0,-\ell_1,-\ell_2)}^{m-1+\min(0,-\ell_1,-\ell_2)} z[i]z[i + \ell_1]z[i + \ell_2].$$

The autocorrelation functions have symmetries. Specifically, $a^2_z[\ell] = a^2_z[-\ell]$, and $a^3_z[\ell_1, \ell_2] = a^3_z[\ell_2, \ell_1] = a^3_z[-\ell_1, \ell_2 - \ell_1]$. For our purposes, this will be applied both to $x$ (of length $L$) and to $y$ (of length $N$).
Under the separation condition, the relation between autocorrelations of the micrograph and those of \( x \) is particularly simple, as we now show. It is useful to introduce some notation: let \( M \) denote the number of occurrences of \( x \) in \( y \) (that is, the number of 1’s in \( s \)), and let
\[
\gamma = \frac{ML}{N}
\]  
(6)
denote the density of \( x \) in \( y \) (that is, the fraction of entries of \( y \) occupied by occurrences of \( x \)). The separation condition imposes \( \gamma \leq \frac{1}{2}L^{-1} \approx 1/2 \).

For shifts in 0, \ldots , \( L-1 \), the autocorrelation functions of \( y \) depend on the corresponding autocorrelations of \( x \), the noise level \( \sigma \) and the support signal \( s \). Importantly, under the separation condition (2), the dependency on \( s \) is only through the density \( \gamma \). We consider the asymptotic regime where \( \gamma \) remains constant; that is, as \( N \) goes to infinity, \( M \) also goes to infinity at the same rate (in other words, as we see an increasingly large micrograph, it contains increasingly many signal occurrences, with constant signal density). In that regime, the law of large numbers can be used to show the following statement:
\[
\lim_{N \to \infty} a_{y}^{1} \overset{a.s.}{=} \gamma a_{x}^{1},
\]  
(7)
where equality holds almost surely (a.s.), meaning it holds with probability one. The randomness is over the Gaussian noise \( \varepsilon \); \( s \) may be deterministic. Thus, given enough data, if \( \gamma \) is known, we can estimate \( a_{x}^{1} \) from \( y \). (We show later how to estimate \( \gamma \) as well.)

We have a similar observation for the second-order autocorrelation: \( a_{y}^{2}[\ell] \) computes the correlation between \( y \) and a copy of \( y \) shifted by \( \ell \) entries. Considering \( \ell \) only in the range 0, \ldots , \( L-1 \), one can see that any given occurrence of \( x \) in \( y \) is only ever correlated with itself, and never with another occurrence. As a result,
\[
\lim_{N \to \infty} a_{y}^{2}[\ell] \overset{a.s.}{=} \gamma a_{x}^{2}[\ell] + \sigma^{2}\delta[\ell],
\]  
(8)
for \( \ell = 0, \ldots , L-1 \), where \( \delta[\ell] \) equals one for \( \ell = 0 \) and zero otherwise. The last part captures the autocorrelation of the noise. Notice that, even if \( \sigma \) is unknown, entries \( \ell = 1, \ldots , L-1 \) still provide useful information about \( a_{x}^{2} \).

Along the same lines, one can establish a relation for third-order autocorrelations:
\[
\lim_{N \to \infty} a_{y}^{3}(\ell_{1}, \ell_{2}) \overset{a.s.}{=} \gamma a_{x}^{3}(\ell_{1}, \ell_{2}) + \sigma^{2}\gamma a_{x}^{1}(\delta[\ell_{1}, 0] + \delta[0, \ell_{2}] + \delta[\ell_{1}, \ell_{2}]),
\]  
(9)
for \( \ell_{1}, \ell_{2} = 0, \ldots , L-1 \), where \( \delta[\ell_{1}, \ell_{2}] := \delta[\ell_{1} - \ell_{2}] \). Here too, few entries are affected by \( \sigma \) in the limit. See Appendix C.

Computing the autocorrelations of the micrograph is straightforward. The natural question, treated next, is whether one can recover \( x \) from them.

## 5 Recovering a signal from autocorrelations

A one-dimensional signal is determined uniquely by its second- and third-order autocorrelations. Indeed, assuming \( z[0] \) and \( z[L-1] \) are nonzero (otherwise, redefine the length of the signal), we can recover \( z \) explicitly using this identity for \( k = 0, \ldots , L-1 \):
\[
z[k] = \frac{z[0]z[k]z[L-1]}{z[0]z[L-1]} = \frac{a_{x}^{3}[k, L-1]}{a_{x}^{2}[L-1]},
\]  
(10)
This proves the following useful fact:

**Proposition 5.1.** A signal \( z \in \mathbb{R}^{L} \) is determined uniquely from \( a_{x}^{2} \) and \( a_{x}^{3} \).
A couple of remarks are in order. First, \((10)\) is not numerically stable: if \(z[0]\) or \(z[L-1]\) are close to 0, recovery of \(z\) is sensitive to errors in the autocorrelations. In practice, we recover \(z\) by fitting it to its autocorrelations using a nonconvex least-squares (LS) procedure, which is empirically more robust to additive noise; we have observed similar phenomena for related problems \([5, 9, 1]\). Second, note that the second-order autocorrelation is not by itself sufficient to determine the signal uniquely. However, for dimensions greater than one \(^1\), almost all signals are determined uniquely up to sign (or phase for complex signals) and reflection through the origin (with conjugation in the complex case) \([17]\). The sign ambiguity can be resolved by the mean of the signal if it is not zero. However, determining the reflection symmetry still requires additional information, beyond the second-order autocorrelation.

The observed moments \(a_y^1, a_y^2\) and \(a_y^3\) of \(y\) do not immediately yield the moments of the signal \(x\), as seen by \((7), (8)\) and \((9)\); rather, the two are related by the noise level \(\sigma\) and the ratio \(\gamma\). We will show, however, that \(x\) is still determined by the observed moments of \(y\).

First, we observe that if the noise level \(\sigma\) is known, generally, one can estimate \(\gamma\) from the first two moments of the micrograph. The proof is provided in Appendix D.

**Proposition 5.2.** Let \(\sigma > 0\) be fixed and assume that the separation condition \((2)\) holds. If the mean of \(x\) is nonzero, then

\[
\gamma \overset{a.s.}{=} \lim_{N \to \infty} \frac{L(a_y^1)^2}{a_y^2[0] + 2 \sum_{\ell=1}^{L-1} a_y^2[\ell] - \sigma^2}.
\]

Using third-order autocorrelation information of \(y\), both the ratio \(\gamma\) and the noise \(\sigma\) are determined. For the following results, when we say that a result holds for a “generic” signal \(x\), we mean that the set of signals which cannot be determined by these measurements has Lebesgue measure zero. In particular, this means that we can recover almost all signals with the given measurements. The proof is provided in Appendix E.

**Proposition 5.3.** Assume \(L \geq 3\) and assume that the separation condition \((2)\) holds. In the limit of \(N \to \infty\), the observed autocorrelations \(a_y^1, a_y^2\) and \(a_y^3\) determine the ratio \(\gamma\) and noise level \(\sigma\) uniquely for a generic signal \(x\). If \(\gamma > \frac{1}{4}\), then this holds for any signal \(x\) with nonzero mean.

From Propositions 5.1 and 5.3 we deduce the following:

**Corollary 5.4.** In the limit of \(N \to \infty\) and under the separation condition \((2)\), the signal \(x\), the ratio \(\gamma\), and the noise level \(\sigma\) are determined from the first three autocorrelation functions of \(y\) if either the signal \(x\) is generic or \(x\) has nonzero mean and \(\gamma > \frac{1}{4}\).

As a side note, under the separation condition, the length \(L\) of the signal can also be determined from the autocorrelations in the asymptotic regime, by inspection of the support of \(a_y^2\).

### 6 Numerical experiments

The technique we advocate allows recovery of a signal hidden in noisy micrographs without detecting the location of the signals embedded in these micrographs. To illustrate the underlying principles of the method, we present several numerical examples for the toy model \((1)\) and a simple proof of concept for simulated cryo-EM data. Appendix A provides additional details on the experiments. The code to generate all figures is publicly available in [https://github.com/PrincetonUniversity/BreakingDetectionLimit](https://github.com/PrincetonUniversity/BreakingDetectionLimit).

---

\(^1\)Autocorrelation in \(d\) dimensions is defined similarly to \((4)\), where \(i, \ell_1, \ldots, \ell_{q-1}\) take on values in \(\mathbb{Z}^d\) and the summation in \(i\) is over all of \(\mathbb{Z}^d\).
6.1 Toy model

In the first experiment, we estimated an 50-by-50 pixel image of Einstein with mean zero from a growing number of micrographs, each of size 4096 × 4096 pixels. Each micrograph contains, on average, 700 occurrences of the target image at random locations. Thus, about 10% of each micrograph contains signal. The micrographs are contaminated with additive white Gaussian noise with standard deviation \( \sigma = 3 \), corresponding to \( \text{SNR} = \frac{M \|x\|_2^2}{\sigma^2 N} \approx 1/370 \). This high noise level is illustrated in Figure 1. To simplify the experiment, we assume the number of signal occurrences and the noise standard deviation are known. Micrographs are generated such that any two occurrences are always separated by at least 49 pixels in each direction in accordance with the separation condition (2).

We compute the average second-order autocorrelation of the micrographs. This is a particularly simple computation which can be efficiently executed with a fast Fourier transform (FFT) in parallel. Given the noise level and number of image repetitions, the second-order autocorrelation of the image can be easily deduced from (8). Then, to estimate the target image, we resort to a standard phase retrieval algorithm called relaxed-reflect-reflect (RRR) [12], initialized randomly. Relative error is measured as the ratio of the root mean square error to the norm of the ground truth (square root of the sum of squared pixel intensities).

Figure 2 shows several estimated images for a growing number of micrographs. Figure 3 presents the normalized recovery error as a function of the amount of data available. This is computed after fixing the reflection symmetries (see Section 4). As evidenced by these figures, the ground truth image can be estimated increasingly well from increasingly many micrographs, without particle picking.

![Figure 3: Relative error curves for the experiment of Figure 2.](image)

In practice, we do not expect to know \( \gamma \) and maybe not even \( \sigma \). Figure 4 shows recovery of a 1-D signal from the first three autocorrelations of the data. The autocorrelations are computed from noisy micrographs with \( \sigma = 3 \) that obey the separation condition of (2); see Figure 5. Both the signal and \( \gamma \) are estimated simultaneously from the observed autocorrelations by LS fitting; more details are given in Appendix A. Crucially, the LS does not require knowledge of \( \sigma \).

6.2 Cryo-EM

The application of autocorrelation analysis to cryo-EM follows the same mathematical principles. The derivation of the first three autocorrelations of the micrographs and their relations to the volume itself
Figure 4: Recovery of a 1-D signal of length $L = 21$ at noise level $\sigma = 3$ from $M$ repetitions. The length of the micrograph was set to be $N = 410 \times M$. The first three panels (left to right) show reconstruction with different $M$ values compared to the ground truth signal (in blue). The true value of $\gamma$ is 0.0512. The relative errors of $\gamma$ for the three panels are: 4.8%, 4%, 1.2%. The right panel shows the relative error as a function of $M$.

Figure 5: An example for a 1-D noisy measurement for the experiment in Figure 4. The signal occurrences appear in blue, and the noisy data in green.

are provided in Appendix F. In particular, numerical evidence suggests that the third-order autocorrelation uniquely determines the 3-D volume. Figure 6 shows recovery of the 3-D volume from the clean autocorrelations and from noisy micrographs. Excerpts from the noisy micrographs are shown in Figure 7. Unfortunately, the mapping between the autocorrelations and volume seems to be ill-conditioned, preventing high-resolution recovery from noisy data. The details of the reconstruction algorithm are given in Appendix A. In the next section, we outline how we suggest to overcome the ill-conditioning in future work.

While we cannot provide a high-resolution 3-D reconstruction from noisy data with the current algorithm, our method can be easily applied to the problem of deciding whether a micrograph contains projections or merely pure noise—a problem considered in classical works in statistics [11] and cryo-EM [19]. This task can be performed by considering solely the recovered $\gamma$ (the fraction of pixels occupied by projections in the micrograph), estimated as part of the recovery algorithm. Figure 9 presents excerpts of two noisy micrographs, only one of which contains projections. In the presence of projections, the estimated $\gamma$ was 0.12, corresponding to approximately 6784 projections. On the other hand, the estimated $\gamma$ drops to $10^{-5}$ for the pure noise micrograph, corresponding to less than one projection.
Figure 6: Reconstructions from the first, second and third order autocorrelations. The ground truth volumes were expanded according to (25) with cutoff $L_{\text{max}}$. The original molecules are shown in purple and the (smoothed) ground truths in blue to illustrate the smoothing effect of our downsampling and truncation of the spherical harmonics expansion. The reconstructions from clean autocorrelations are shown in yellow and recoveries from autocorrelations estimated from noisy data in gray. For the noisy experiments, we used 300 micrographs with SNRs of 1/16 for TRPV1 and 1/64 for BPTI. We present excerpts from noisy micrographs side-by-side with the corresponding clean ones in Figure 7 (see appendix).

Figure 7: Excerpts from the noisy micrographs used for the reconstructions in Figure 6 and the corresponding clean excerpts. (a) Excerpt of the clean TRPV1 micrograph; (b) Excerpt of the noisy TRPV1 micrograph with SNR = 1/16; (c) Excerpt from the clean BPTI micrograph; (d) Excerpt from the noisy BPTI micrograph with SNR = 1/64.

Figure 8: Fourier Shell Correlations (FSCs) for the noisy reconstructions presented in Figure 6 using the 0.5 criterion, compared to the (smoothed) ground truth. (a) FSC for the TRPV1 reconstruction, giving resolution of 24Å; (b) FSC for the BPTI reconstruction, giving resolution of 13Å.

7 Discussion

In the simplified mathematical model above, we showed it is possible to estimate a signal without detecting its appearances. Our strategy is to compute autocorrelations of the micrographs and to relate...
Figure 9: All micrographs are of size $7420^2$ pixels and the projections are taken from the BPTI molecule of size $31^3$. The added noise was drawn from i.i.d. Gaussian distribution with zero mean and standard deviation 25, corresponding to an SNR below $1/1024$. The noise realization is identical in both micrographs.

these statistics to the unknown signal’s parameters. Recovering the parameters from the statistics reduces to solving a set of polynomial equations.

We also showed how this technique can, in principle, be applied to cryo-EM. Crucially, the outlined approach involves no particle picking, hence a fortiori no viewing direction estimation. Concerns for model bias are also greatly reduced since no template matching is involved. Additionally, our technique also allows the use of much lower defocus values. Lower defocus means lower contrast, but will maintain higher frequency information. Consequently, we may be able to get high resolution reconstructions from fewer micrographs.

Looking toward applying the framework to encompass all important features of real cryo-EM experiments, our work implies that it might be possible to reconstruct small molecules, particularly, molecules that are too small to be detected in micrographs. In pursuing this research direction, our goal is to significantly increase the range of molecules to which cryo-EM can be successfully applied. We recognize that significant challenges lay ahead for the implementation of the proposed approach to high-resolution 3-D reconstruction directly from the micrographs. We discuss a few now.

The numerical experiments we have performed reveal that the third-order autocorrelation may not be enough for 3-D reconstruction in practice, due to high sensitivity. This suggests that fourth-order autocorrelation may be necessary. This in turn would imply that the procedure might require a large amount of data. Recent trends in high-throughput cryo-EM technology give hope that this may be a lesser concern in the long term. Still, large amounts of data also require large amounts of computation. On this front, we note that computing autocorrelations can be executed efficiently on CPUs and GPUs, and in parallel across micrographs. It can even be done in a streaming mode, as only one pass through each micrograph is necessary. The output of this data processing stage is a summary in the form of autocorrelation estimates: its size is a function of the resolution, not a function of the number of observed micrographs. Subsequent steps, which involve solving the system of polynomial equations, scale only in the size of that summary. Of course, an important question then is whether the equations can be solved accurately and efficiently in practice.

To reach high-resolution reconstruction, beyond data acquisition and computational challenges, there are modeling issues to consider. In contrast to the simplifying assumptions we have made above, the noise might be colored; the viewing directions of the particles may be distributed non-uniformly; there may be conformational heterogeneity; particles generally do not satisfy our separation condition; and
micrographs undergo a contrast transfer function which we have omitted. All of these aspects can be handled with the same general strategy: establish a forward model relating the expected autocorrelations of the micrographs to the target volume(s) and all parameters necessary to model the above effects. For instance, for colored noise, the forward model may involve multiple parameters to capture the power spectrum of the noise instead of the single parameter $\sigma^2$. Similarly, instead of the separation condition, we can model the spacing between the projections using a parameterized pair-correlation function. Such a function models the distribution of distances between neighboring projections. The observed autocorrelations depend linearly on these parameters, which would be estimated as part of the inverse problem. All these aspects must be taken into account so the method can be applied on experimental data. We hope to take care of these issues in future research.
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A Numerical experiments details

We run the toy model experiments on a shared computer with 144 logical CPUs of type Intel(R) Xeon(R) CPU E7-8880 v3 @ 2.30GHz and 792 Gb of RAM; we use at most 72 of these CPUs.

2-D experiment. For the 2-D experiment shown in Figures 2 and 3, we generated micrographs of size 4096 × 4096 pixels. In each micrograph, we placed Einstein’s image (of zero mean) of size 50 × 50 in random locations, while preserving the separation condition (2). This is done by randomly selecting 4000 placements in the micrograph, one at a time with an accept/reject rule based on the separation condition and locations picked so far. On average, 700 images are placed in each micrograph. Then, i.i.d. Gaussian noise with standard deviation σ = 3 is added, inducing an SNR of approximately 1/370. An example of a micrograph’s excerpt is presented in the right panel of Figure 1.

In this experiment, we assume to know the noise level σ and the total number of occurrences of the target image across all micrographs. In stark contrast with the 1-D setup, the second-order autocorrelation determines almost any target image uniquely, up to reflection through the origin. This is because the second-order autocorrelations correspond to the Fourier magnitudes of the signal through the 2-D Fourier transform. Therefore, we estimate the signal’s Fourier magnitudes (or power spectrum) from the Fourier magnitudes of the micrographs, at the cost of one 2-D fast Fourier transform (FFT) per micrograph. These can be computed highly efficiently and in parallel. Computing the power spectrum of 200 micrographs took less than 23 seconds.

To recover the target image from the estimated power spectrum, we use a standard phase retrieval algorithm called relaxed-reflect-reflect (RRR). This algorithm iterates the map

\[ z \leftarrow z + \beta (P_2(2P_1(z) - z) - P_1(z)), \]

on an image \( z \) of size \( 2L \times 2L \). We set the parameter \( \beta \) to 1. The map is designed so that, if the estimated power spectrum is exact, then fixed points contain Einstein’s image in the upper-left corner of size \( L \times L \), possibly reflected through its origin, and zeros elsewhere. The operator \( P_2(z) \) combines the Fourier phases of the current estimation \( z \) with the estimated Fourier magnitudes. The operator \( P_1(z) \) zeros out all entries of \( z \) outside the \( L \times L \) upper-left corner. In all experiments, the algorithm halted after a fixed number of 2000 iterations. Running the RRR took about 3 seconds.

The computational complexity scales as \( O(N^2L^2 + F(L)) \), where \( F \) is the complexity of the RRR algorithm and \( N^2 \) stands for the total number of pixels across micrographs.
1-D experiment. For the 1-D experiment depicted in Figure 4, we used a signal of length $L = 21$ and generated an observation $y$ of length $N = 10(2L - 1)M$, where $M$ is the number of repetitions. The observation was generated by randomly selecting placements in $y$, one at a time with an accept/reject rule based on the separation condition and locations picked so far until reaching the desired number of signal occurrences. Then, i.i.d. Gaussian noise with mean zero and standard deviation $\sigma = 3$ is added, to form the observed $y$. The resulting SNR of $y$ is about 1/175. Figure 5 shows an example of the observed data.

Given the observation $y$, we proceed to compute the autocorrelations. We excluded biased elements of the autocorrelations; that is $a_y^2(\ell_1)$ and $a_y^2(\ell_1, \ell_2)$ such that $\ell_1, \ell_2$ or $\ell_1 - \ell_2$ are zero. This has the practical effect that we need not know $\sigma$. By also taking symmetries into account, the third-order autocorrelation contains $\frac{(L-1)(L-2)}{2}$ remaining entries. Thus, in total we have

$$1 + (L - 1) + \frac{(L - 1)(L - 2)}{2} = \frac{1}{2}L(L - 1) + 1$$

coefficients. This redundancy suggests that it might be possible to estimate several signals simultaneously (compare with [9, 4]). In practice, the autocorrelations are computed on disjoint segments of $y$ of length $100 \cdot 10^6$ (if the length of the measurement is larger than that) and added up, without correction for the junction points.

Having computed the moments of interest, we now estimate the signal $x$ and coefficient $\gamma$ which agree with the data. We choose to do so by running an optimization algorithm on the following nonlinear LS problem:

$$\min_{\hat{x} \in \mathbb{R}^W, \hat{\gamma} > 0} w_1 (a_y^1 - \gamma a_x^1)^2 + w_2 \sum_{\ell=1}^{L-1} (a_y^2(\ell) - \gamma a_x^2(\ell))^2 + w_3 \sum_{\substack{2 \leq \ell_1 \leq L-1 \leq \ell_2 \leq \ell_1-1}} (a_y^3(\ell_1, \ell_2) - \gamma a_x^3(\ell_1, \ell_2))^2,$$  

(12)

where $W \geq L$ is the length of the sought signal and the weights are set to $w_1 = 1/2, w_2 = 1/2n_2, w_3 = 1/2n_3$, where $n_2, n_3$ are the number of moments used: $n_2 = L - 1$, $n_3 = \frac{(L-1)(L-2)}{2}$ (weights could also be set in accordance with variance estimates as in [9]).

Setting $W = L$ (as is a priori desired) is problematic because the above optimization problems appears to have numerous poor local optimizers. A similar phenomenon was recently observed in a related problem [44]. Thus, we first run the optimization with $W = 2L - 1$. This problem appears to have few poor local optima, perhaps because the additional degrees of freedom allow for more escape directions. Since we hope the signals estimated this way correspond to the true signals zero-padded to length $W$, we extract from each one a subsignal of length $L$ that has largest $\ell_2$-norm. This estimator is then used as initial iterate for (12), this time with $W = L$. We find that this procedure is reliable for a wide range of experimental parameters. To solve (12), we run the trust-region method implemented in Manopt [8], which allows to treat the positivity constraints on coefficients $\hat{\gamma}$. Notice that the cost function is a polynomial in the variables, so that it is straightforward to compute it and its derivatives.

The computational complexity scales as $O(NL^2 + F(L))$, where $F$ is the complexity of the solving the LS. For example, computing the moments for the experiment in the left panel of Figure 4 took 38 seconds, while the optimization took 5.5 seconds in total.

3-D experiments. The experiments in Figure 6, and the recoveries of $\gamma$ for the experiment in Figure 9, were performed on a machine with 40 cores of Intel Xeon E5-2698 v4 @ 2.20GHz with 100 GB of RAM, and took 2 hours per reconstruction. The computation of the moments from each micrograph in Figure 9 was performed on a machine with 4 nVidia P100 GPUs with 16 GB of memory each and with 100 GB of RAM. It took 3 minutes per micrograph to compute the first three autocorrelations.
For the clean experiments in Figure 6, we computed the analytical first three autocorrelations of the volume as explained in Appendix F. To estimate the coefficients of the volume itself, we solve the LS problem

\[
\min_{\hat{\beta}, \hat{\gamma}} w_1 |a_1^w - \hat{\gamma} a_2^w|^2 + w_2 |a_2^w - \hat{\gamma} a_3^w|^2 + w_3 |a_3^w - \hat{\gamma} a_4^w|^2,
\]

where the explicit expressions of \(a_1^w, a_2^w\) and \(a_3^w\) are given in (46), (45) and (44), respectively. In the experiments, we set \(w_1 = w_2 = w_3 = 1\). The LS problem was solved using Matlab’s \texttt{lsqnonlin} solver for nonlinear LS problems. The expected \(\hat{\gamma}\) in this experiment is one.

The computational complexity for the computation of the moments from the micrograph is \(O(N^2P^6)\), since we have \(N^2\) patches that we extract from the micrograph. For each patch, we perform an expansion in PSWFs with complexity \(O(P^3)\) [24], and then compute the autocorrelations dominated by computation of the bispectrum as in (38) costing \(O(P^6)\). The complexity of evaluating the bispectrum using (44) after the precomputation takes \(O(BP^6)\), where \(B\) is the number of entries in the bispectrum. Since \(B = O(P^3)\), the total complexity for evaluating the bispectrum is \(O(P^9)\). That is because, if the number of volume expansion coefficients is \(V = O(P^3)\), the dominant step can be written as a matrix-vector multiplication with a matrix of size \(BV \times V\) and a vector \(V \times 1\), so the cost is \(BV^2 = O(P^9)\). Thus, the complexity of solving the LS problem (13) is \(O(KP^9)\) where \(K\) is the number of iterations required for the optimizer to converge, since the bispectrum evaluation dominates the cost of each iteration.

The true volume used in the experiments in Figures 9 and 6b was the Bovine Pancreatic Trypsin Inhibitor (BPTI) mutant with altered binding loop sequence, whose atomic model is available in the Protein Data Bank (PDB) as 1QLQ2. We generated an EM map from this atomic model in UCSF Chimera [32] at a resolution of 5 Å, and cropped it to remove zeros at the boundary to obtain a volume of size \(31^3\). For the experiment in Figure 6b, the volume was downsampled to size \(20^3\). For the experiment in Figure 6a, we used the TRPV1 in complex with DkTx and RTX, whose EM map is available in the Electron Microscopy Data Bank (EMDB) as EMD-81173. The original map has size \(192^3\), and was downsampled to size \(20^3\). To generate the ground truth for our reconstructions, we expanded both volumes as in (25) with cutoff \(L_{\text{max}} = 5\) for TRPV1 and \(L_{\text{max}} = 2\) for BPTI. For the TRPV1 reconstruction, the optimizer converged to a point giving relative \(\ell_2\) error of \(10^{-6}\) in the first three autocorrelations and an error of \(10^{-1}\) in the expansion coefficients of the volume. For the BPTI reconstruction, the errors in the autocorrelations were \(10^{-6}, 10^{-7}\) and \(10^{-8}\) for the third, second and first autocorrelations, respectively, while the error in the expansion coefficients of the volume was \(5 \times 10^{-2}\). This illustrates the ill-conditioning of the map between the volume and its first three autocorrelations that prevents us from obtaining high-resolution results from noisy data.

The micrographs for the experiments presented in Figures 9 and 7 were generated as follows. We sample rotation matrices from \(SO(3)\) uniformly at random using the QR-based algorithm described in [40], and generate the projection of the volume corresponding to that rotation matrix using \texttt{cryo_project} in ASPIRE4. The projections for the experiments in Figure 7 were obtained from the smoothed volumes, not the original ones. We keep track of the indices at which the upper left corner of a projection can be placed without violating the separation condition, so all projections are separated by at least \(L - 1\) pixels in each dimension, where the projections are contained in a box of size \(L \times L\). The location of the upper left corner of each new projection is picked uniformly at random from the set of available indices. We continue adding projections to the micrograph until no more projections can be added without violating the separation condition. In the experiments, we define SNR slightly differently than in the toy model, namely, as \(\text{SNR} = \frac{\var(\mathcal{I})}{\sigma^2}\) where \(\var(\mathcal{I})\) is the variance of our stack of micrographs and \(\sigma^2\) is the variance of noise. The noise level in the noisy micrograph in Figure 9 was \(\text{SNR} = 1/1024\), the
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noise level in Figure 7 was SNR = 1/16 for the TRPV1 micrographs and SNR = 1/64 for the BPTI micrographs. We used 300 micrographs for each of the noisy reconstructions presented in Figure 6.

For the noisy reconstructions presented in Figure 6, the LS problem (13) was solved assuming spherical harmonic cutoffs of $L_{\text{max}} = 5$ for TRPV1 and $L_{\text{max}} = 2$ for BPTI, same as for the ground truth. For the experiment in Figure 9, the LS problem (13) was solved assuming the spherical harmonic cutoff for the volume is $L_{\text{max}} = 0$, which is sufficient to recover a significant $\hat{\gamma}$ in the presence of projections in the micrograph.

## B Proof of Proposition 3.1

The proof is based on a variant of the Neyman–Pearson Lemma to derive the best (deterministic) estimator $\hat{\eta}$. Take any estimator $\tilde{\eta}$; it is characterized by $S$: the set of $X$’s where $\tilde{\eta} = 1$, where $X$ is a random vector as defined above Proposition 3.1. We write $\text{Prob}_i$ to mean the probability conditional on the event $\eta = i$; that is, $\text{Prob}_i[A] = \text{Prob}[A|\eta = i]$. Then, the probability that $\hat{\eta}$ fails is:

$$\text{Prob}[\hat{\eta} \neq \eta] = q\text{Prob}_0[\hat{\eta} = 1] + (1 - q)\text{Prob}_1[\hat{\eta} = 0]$$

$$= q\text{Prob}_0[\tilde{\eta} = 1] + (1 - q)(1 - \text{Prob}_1[\tilde{\eta} = 1])$$

$$= q\text{Prob}_0[\tilde{\eta} = 1] + (1 - q) - (1 - q)\text{Prob}_1[\tilde{\eta} = 1]$$

$$= (1 - q) + \int_S (q f_0(x) - (1 - q) f_1(x)) dx,$$

(14)

where $f_i(x)$ is the normal density with mean $\theta_i$ and variance $\sigma^2$. The best estimator of $\eta$ based on $X$ minimizes the failure probability; hence, it minimizes the integral in (14) through an appropriate choice of the set $S$. This is achieved by picking all $x$’s such that the integrand is nonpositive:

$$S = \{ x : q f_0(x) - (1 - q) f_1(x) \leq 0 \}.$$

With $\Lambda(x) = f_0(x)/f_1(x)$ and $b = (1 - q)/q$, the corresponding estimator is:

$$\hat{\eta} = \begin{cases} 
1 & \text{if } \Lambda(x) \leq b, \\
0 & \text{if } \Lambda(x) > b.
\end{cases}$$

Taking logarithms, the set $S$ can be rewritten as the set of $x$’s where:

$$-\|x - \theta_0\|^2 \leq -\|x - \theta_1\|^2 + 2\sigma^2 \log(b),$$

or equivalently

$$\langle x, \theta_1 - \theta_0 \rangle \geq \frac{||\theta_1||^2 - ||\theta_0||^2}{2} - \sigma^2 \log(b).$$

Now let us compute the probability of failure conditional on the event $\eta = 0$. In this case, failure occurs when $X \in S$. Since $X|\eta = 0 \sim N(\theta_0, \sigma^2)$, we can write $X|\eta = 0 = \sigma Z + \theta_0$, where $Z \sim N(0, I)$. On that condition,

$$\langle X, \theta_1 - \theta_0 \rangle = \sigma \langle Z, \theta_1 - \theta_0 \rangle + \langle \theta_0, \theta_1 - \theta_0 \rangle$$

$$= \sigma \langle Z, \theta_1 - \theta_0 \rangle + \langle \theta_0, \theta_1 \rangle - ||\theta_0||^2,$$

and failure occurs when

$$\sigma \langle Z, \theta_1 - \theta_0 \rangle \geq \frac{||\theta_1||^2 + ||\theta_0||^2}{2} - \langle \theta_0, \theta_1 \rangle - \sigma^2 \log(b) = \frac{1}{2}||\theta_1 - \theta_0||^2 - \sigma^2 \log(b).$$
Define \( Y = \langle Z, \theta_1 - \theta_0 \rangle \sim N(0, \|\theta_1 - \theta_0\|^2) \) and divide through by \( \sigma \). The above event is equivalent to:
\[
Y \geq \frac{c}{\sigma} - \sigma \log(b),
\]
where \( c = \|\theta_1 - \theta_0\|^2/2 \). For simplicity, let us assume \( \|\theta_1 - \theta_0\| = 1 \), so that \( Y \sim N(0, 1) \). Then,
\[
\text{Prob}_0[\hat{\eta} = 1] = \text{Prob} \left[ Y \geq \frac{c}{\sigma} - \sigma \log(b) \right], \quad Y \sim N(0, 1).
\]
Similarly,
\[
\text{Prob}_1[\hat{\eta} = 0] = \text{Prob} \left[ Y \geq \frac{c}{\sigma} + \sigma \log(b) \right], \quad Y \sim N(0, 1).
\]
Thus, the overall probability of failure is:
\[
\text{Prob}[\hat{\eta} \neq \eta] = q \text{Prob} \left[ Y \geq \frac{c}{\sigma} - \sigma \log(b) \right] + (1-q) \text{Prob} \left[ Y \geq \frac{c}{\sigma} + \sigma \log(b) \right].
\]
Now, if \( q = 1/2 \), then \( \log(b) = 0 \). Hence the probability of failure is simply:
\[
\text{Prob} \left[ Y \geq \frac{c}{\sigma} \right] \rightarrow \frac{1}{2} = q \quad \text{as} \quad \sigma \rightarrow \infty.
\]
If \( q > 1/2 \), then \( q > 1 - q \) and \( \log(b) < 0 \). Consequently,
\[
\text{Prob} \left[ Y \geq \frac{c}{\sigma} - \sigma \log(b) \right] \rightarrow 0,
\]
while
\[
\text{Prob} \left[ Y \geq \frac{c}{\sigma} + \sigma \log(b) \right] \rightarrow 1,
\]
as \( \sigma \rightarrow \infty \). Hence,
\[
\text{Prob}[\hat{\eta} \neq \eta] \rightarrow 1 - q \quad \text{as} \quad \sigma \rightarrow \infty.
\]
That is, the probability of success converges to \( q \). Finally, if \( q < 1/2 \), then \( \log(b) > 0 \) and a similar reasoning shows the probability of success converges to \( 1 - q \). In all cases, the probability of success of the best possible deterministic estimator converges to \( \max(q, 1 - q) \).

C Derivation of the identities in Section 4

We consider the asymptotic regime \( N, M \rightarrow \infty \) and assume that \( M = \Omega(N) \), so that
\[
\gamma := \frac{ML}{N} > 0.
\]
Any vectors with indices out of range are given value 0.

We start by considering the mean of the data:
\[
a_y^1 = \frac{1}{N} \sum_{i=0}^{N-1} y[i] = \frac{1}{N/L} \sum_{j=0}^{M-1} \frac{1}{L} \sum_{i=0}^{L-1} x[i] + \frac{1}{N} \sum_{i=0}^{N-1} \varepsilon[i] \xrightarrow{a.s.} \gamma a_x^1,
\]
where the noise term converges to zero almost surely (a.s.) by the strong law of large numbers.

We proceed with the (second-order) autocorrelation for fixed \( \ell \in [0, \ldots, L - 1] \). We can compute:

\[
\begin{align*}
a^2_y[\ell] &= \frac{1}{N} \sum_{i=0}^{N-1-\ell} y[i] y[i + \ell] \\
&= \frac{1}{N} \sum_{j=1}^{M} \sum_{i=0}^{L-\ell-1} x[i] x[i + \ell] + \frac{1}{N} \sum_{i=0}^{N-1-\ell} \varepsilon[i] \varepsilon[i + \ell] \\
&+ \frac{1}{N} \sum_{j=1}^{M} \sum_{i=0}^{L-1} x[i] (\varepsilon[s_j + i + \ell] + \varepsilon[s_j + i - \ell]).
\end{align*}
\]

The cross-term is linear in the noise, and is easily shown to vanish almost surely in the limit \( N \to \infty \), by the strong law of large numbers. We break the signal term into \( M \) different sums, each containing one copy of the signal. This gives:

\[
\frac{1}{N} \sum_{j=1}^{M} \sum_{i=0}^{L-\ell-1} x[i] x[i + \ell] = \frac{M L}{N} \frac{1}{L} \sum_{i=0}^{L-\ell-1} x[i] x[i + \ell] \quad \overset{N \to \infty}{\longrightarrow} \gamma a^2_y[\ell].
\]

We next analyze the pure noise term. When \( \ell \neq 0 \), we can break the noise term into a sum of independent terms:

\[
\frac{1}{N} \sum_{i=0}^{N-1-\ell} \varepsilon[i] \varepsilon[i + \ell] = \frac{1}{\ell} \sum_{i=0}^{\ell-1} \frac{1}{N/\ell} \sum_{j=0}^{N/\ell-2} \varepsilon[j \ell + i] \varepsilon[(j + 1) \ell + i].
\]

Each sum \( \frac{1}{N/\ell} \sum_{j=0}^{N/\ell-2} \varepsilon[j \ell + i] \varepsilon[(j + 1) \ell + i] \) is an average of \( N/\ell \) independent terms with expectation zero, hence converges to zero almost surely as \( N \to \infty \). If \( \ell = 0 \), then we have:

\[
\frac{1}{N} \sum_{i=0}^{N-1} \varepsilon^2[i] \overset{a.s.}{\longrightarrow} \sigma^2.
\]

We now analyze the third-order autocorrelation. Let us fix \( \ell_1 \geq \ell_2 \geq 0 \). We have:

\[
a^3_y[\ell_1, \ell_2] = \frac{1}{N} \sum_{i=0}^{N-1-\ell_1} y[i] y[i + \ell_1] y[i + \ell_2]
\]

\[
= \frac{M L}{N} \frac{1}{M} \sum_{j=1}^{M} \frac{1}{L} \sum_{i=0}^{L-1-\ell_1} x[i] x[i + \ell_1] x[i + \ell_2] + \frac{1}{N} \sum_{i=0}^{N-1-\ell_1} \varepsilon[i] \varepsilon[i + \ell_1] \varepsilon[i + \ell_2]
\]

\[
+ \frac{1}{N} \sum_{j=1}^{M} \sum_{i=0}^{L-1} x[i] \varepsilon[s_j + i + \ell_1] \varepsilon[s_j + i + \ell_2] + \frac{1}{N} \sum_{j=1}^{M} \sum_{i=0}^{L-1} \varepsilon[s_j + i - \ell_1] x[i] \varepsilon[s_j + i + \ell_2 - \ell_1]
\]

\[
+ \frac{1}{N} \sum_{j=1}^{M} \sum_{i=0}^{L-1} \varepsilon[s_j + i - \ell_2] \varepsilon[s_j + i + \ell_1 - \ell_2] x[i] + \frac{1}{N} \sum_{j=1}^{M} \sum_{i=0}^{L-\ell_1+\ell_2-1} \varepsilon[s_j + i - \ell_2] x[i + \ell_1 - \ell_2] x[i]
\]

\[(1) \quad \text{(2)} \quad \text{(3) \quad \text{(4) \quad \text{(5) \quad \text{(6)\quad}}
\]
We prove that both \( \sigma \) and \( \beta \) by working with \( \sigma \) and \( \beta \). Similarly, \( \beta \) work with \( \beta \) and similar arguments as used previously. Term (1) converges to \( \gamma a_\ell \). Terms (6), (7) and (8) are linear in \( \varepsilon \) and \( a \). Consequently, the usual argument shows that terms (2)–(5) all converge to 0 almost surely for the same reasons as (15). To deal with terms (2)–(5), we must distinguish between different values of \( \ell_1 \) and \( \ell_2 \).

**Case 1:** \( 0 < \ell_2 < \ell_1 \). Here, all summands with elements of \( \varepsilon \) involve products of distinct entries, which have expected value 0. Consequently, the usual argument shows that terms (2)–(5) all converge to 0 almost surely as \( N \to \infty \).

**Case 2:** \( 0 = \ell_2 < \ell_1 \). Term (2) is an average of products of the form \( \varepsilon[i] \varepsilon[i + \ell_1] \), which have mean zero; consequently, term (2) converges to 0 almost surely. The same argument as for Case 1 shows that (3) and (5) also converge to 0. For term (4), we write:

\[
\frac{1}{N} \sum_{j=1}^{M} \sum_{i=0}^{L-1} \varepsilon[s_j + i - \ell_1] x[i] \varepsilon[s_j + i + \ell_2 - \ell_1] = \frac{ML}{N} \sum_{i=0}^{L-1} x[i] \frac{1}{M} \sum_{j=1}^{M} \varepsilon[s_j + i - \ell_1]^2 \xrightarrow{a.s.} \gamma \frac{L}{\ell} \sum_{i=0}^{L-1} x[i] \sigma^2 = \gamma a_\ell^2 \sigma^2.
\]

**Case 3:** \( 0 < \ell_2 = \ell_1 \). An argument nearly identical to that for Case 2 shows that terms (2), (4) and (5) converge to 0, while term (3) converges to \( \gamma a_\ell^2 \sigma^2 \).

**Case 4:** \( 0 = \ell_2 = \ell_1 \). The same argument as for term (4) in Case 2 shows that terms (3), (4) and (5) all converge to \( \gamma a_\ell^2 \sigma^2 \). Term (2) is an average of \( \varepsilon[i]^3 \), which is mean zero; consequently, it converges to 0. This completes the proof.

**D Proof of Proposition 5.2**

In the limit,

\[
(a_\ell^2)^2 = \frac{\gamma^2}{L^2} \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} x[i] x[j].
\]

Similarly,

\[
\sum_{\ell=1}^{L-1} a_\ell^2 = \frac{\gamma}{L} \sum_{\ell=1}^{L-1} \sum_{i=1}^{L-1} x[i] x[i + \ell],
\]

and \( a_0^2 = \frac{L}{\ell} \sum_{i=0}^{L-1} x[i]^2 + \sigma^2 \). The proof is concluded by noting that \( a_\ell^2 = a_\ell^2 \ell \).

**E Proof of Proposition 5.3**

We prove that both \( \sigma \) and \( \gamma \) are identifiable from the observed first three moments of \( y \). For convenience, we work with \( \beta = \gamma / L \) rather than \( \gamma \) itself. To this end, we construct two quadratic equations satisfied by \( \beta \) and whose coefficients can be computed from observable quantities (in the limit). Then, we show
that these equations are independent, and hence that $\beta$ is uniquely defined. Given $\beta$, we can estimate $\sigma$ using Proposition 5.2.

Throughout the proof, it is important to distinguish between observed and unobserved values. We denote the observed values by $E_i$ or $a_i^1, a_i^2, a_i^3$. We use $F_i$ to denote functions of the signal’s autocorrelations (which are not directly observable).

In the limit $N \to \infty$, almost surely, $a_i^1 = \beta(1^T x)$ and $a_i^2[0] = \beta \|x\|^2 + \sigma^2$, where $1 \in \mathbb{R}^L$ is the vector of all-ones. (In this whole section, for clarity, we now omit to specify that identities hold almost surely in the limit.) Consider the product:

$$E_1 := a_y^1 a_y^2[0] = (\beta(1^T x))(\beta\|x\|^2 + \sigma^2) = \sigma^2 a_y^1 + L \beta^2 F_1,$$

where $F_1 := a_x^3[0,0] + \sum_{j=1}^{L-1} (a_x^3[j,j] + a_x^2[0,j])$. The terms of $F_1$ can also be estimated from $a_y^3$, while taking the scaling and bias terms into account. This yields another observable:

$$E_2 := a_y^3[0,0] + \sum_{j=1}^{L-1} (a_y^3[j,j] + a_y^2[0,j])$$

$$= L \beta F_1 + (2L + 1) \sigma^2 a_y^1.$$  

(17) Therefore, from (16) and (17) we get:

$$E_2 \beta - (2L + 1) \sigma^2 \beta a_y^1 = E_1 - \sigma^2 a_y^1.$$

(18) Let $E_3 := a_y^2[0] + 2 \sum_{j=1}^{L-1} a_y^2[j]$; recall from Proposition 5.2:

$$\sigma^2 = E_3 - (a_y^1)^2 / \beta.$$  

(19) Plugging into (18) and rearranging, we get a first quadratic equation in $\beta$,

$$A \beta^2 + B \beta + C = 0,$$

(20) where

$$A = E_2 - (2L + 1) a_y^1 E_3,$$

$$B = -E_1 + (2L + 1)(a_y^1)^3 + a_y^1 E_3,$$

$$C = -(a_y^1)^3.$$

Importantly, these coefficients are observable quantities. As we assume throughout this proof that $x$ has nonzero mean, $a_y^1 \neq 0$ and we conclude that this equation is non-trivial.

Next, we derive the second quadratic equation for $\beta$. We notice that

$$E_4 := \frac{1}{L} (a_y^1)^3 = \frac{1}{L} \beta^3 (1^T x)^3 = \beta^3 F_2,$$

(21) where $F_2 = \frac{1}{L} (1^T x)^3$, and we can work out that:

$$F_2 = a_x^3[0,0] + 3 \sum_{j=1}^{L-1} (a_x^3[j,j] + a_x^2[0,j]) + 6 \sum_{1 \leq i < j \leq L-1} a_x^3[i,j].$$

Once again, $F_2$ can be estimated from $a_y^3$, taking bias and scaling into account:

$$E_5 := a_y^3[0,0] + 3 \sum_{j=1}^{L-1} (a_y^3[j,j] + a_y^2[0,j]) + 6 \sum_{1 \leq i < j \leq L-1} a_y^3[i,j] = L \beta F_2 + (6L - 3) \sigma^2 a_y^1.$$

(22)
Consider the following ratio:

\[ \frac{E_5}{E_4} = \frac{L}{\beta^2} + \frac{(6L - 3)\sigma^2a_y^1}{E_4}. \]

From the latter, we deduce:

\[ \sigma^2 = \frac{E_5}{a_y^1(6L - 3)} - \frac{LE_4}{\beta^2a_y^1(6L - 3)}. \]

Using (19) and rearranging, we get the second quadratic:

\[ D\beta^2 + Ec\beta + F = 0, \tag{23} \]

where

\[ D = E_3 - \frac{E_5}{a_y^1(6L - 3)}, \]
\[ Ec = -(a_y^1)^2, \]
\[ F = \frac{LE_4}{a_y^1(6L - 3)}. \]

It is also non-trivial since \( E_4 \neq 0 \).

To complete the proof, we need to show that the two quadratic equations (20) and (23) are independent. To this end, it is enough to show that the ratios between coefficients differ. From (20) and (16), we have:

\[ \frac{B}{C} = \frac{E_1 - (2L + 1)(a_y^1)^3 - a_y^1E_3}{(a_y^1)^3} = \frac{a_y^2[0] - (2L + 1)(a_y^1)^2 - E_3}{(a_y^1)^2}. \]

In addition, using (21),

\[ \frac{Ec}{F} = \frac{(3 - 6L)(a_y^1)^3}{LE_4} = 3 - 6L. \]

For contradiction, suppose that the quadratics are dependent. Then, \( \frac{B}{C} = \frac{Ec}{F} \), that is,

\[ a_y^2[0] - (2L + 1)(a_y^1)^2 - E_3 = (a_y^1)^2(3 - 6L). \]

Rewriting the identity in terms of \( x \) and dividing by \( \beta \) we get:

\[ 4(L - 1)\beta(1^T x)^2 - (1^T x)^2 + \|x\|^2 = 0. \tag{24} \]

For generic \( x \), this polynomial equation is not satisfied so that the quadratic equations are independent. Furthermore, from the inequality \( L\|x\|^2 \geq (1^T x)^2 \) it follows immediately that the equations must be independent so long as

\[ \beta > \frac{1}{4L}. \]

### F Autocorrelations for the cryo-EM problem

#### F.1 Model and autocorrelation functions

Let \( \phi \) be the Coulomb potential representing the molecule we aim to recover. We assume that molecule is real-valued and smooth. In spherical coordinates, its 3-D Fourier transform \( \hat{\phi} \) admits a finite expansion of the form

\[ \hat{\phi}(ck, \theta, \varphi) = \sum_{\ell=0}^{L_{\text{max}}} \sum_{m=-\ell}^{\ell} \sum_{s=1}^{S(\ell)} x_{\ell,m,s} Y^m_{\ell}(\theta, \varphi) j_{\ell,s}(k), \quad k \leq 1, \tag{25} \]
where \( c \) is the bandlimit, \( \{S(\ell)\} \) are determined using the Nyquist criterion as described in [7], \( j_{\ell,s} \) is the normalized spherical Bessel functions given by

\[
j_{\ell,s}(k) = \frac{4}{|j_{\ell+1}(u_{\ell,s})|} j_{\ell}(u_{\ell,s}k),
\]

\( j_{\ell} \) is the spherical Bessel function of order \( \ell \) and \( u_{\ell,s} \) is the \( s \)th positive zero of \( j_{\ell} \). We use the complex spherical harmonics \( Y_{\ell}^{m} \) defined by

\[
Y_{\ell}^{m}(\theta, \varphi) := \sqrt{\frac{2\ell + 1}{4\pi} \cdot \frac{\ell - m}{\ell + m}} P_{\ell}^{m}(\cos \theta) e^{im\varphi},
\]

where \( P_{\ell}^{m} \) are the associated Legendre polynomials with the Condon-Shortley phase. Sampling at the Nyquist rate dictates \( c = 1/2 \) [25]. Because \( \phi \) is real-valued, \( \hat{\phi} \) is conjugate-symmetric and thus the expansion coefficients satisfy \( x_{\ell,-m,s} = (-1)^{\ell+m} x_{\ell,m,s} \). Therefore, we only need to recover coefficients \( x_{\ell,m,s} \) with \( m \geq 0 \).

Let \( I_\omega \) denote the tomographic projection obtained from viewing direction \( \omega \in SO(3) \). By the Fourier projection-slice theorem, its 2-D Fourier transform is given by [31]:

\[
\hat{I}_\omega(ck, \varphi) = \sum_{\ell,m,m',s} x_{\ell,m,s} D_{\ell,m',m}^{\ell}(\omega) Y_{\ell}^{m'}\left(\frac{\pi}{2}, \varphi\right) j_{\ell,s}(k),
\]

where \( D_{\ell,m',m}^{\ell}(\omega) \) is a Wigner-D matrix. This implies that the projections are also \( c \)-bandlimited.

Let \( I \in \mathbb{R}^{N \times N} \) denote a micrograph. We assume it consists of shifted copies of projections contaminated by additive white Gaussian noise:

\[
I = \sum_{i=1}^{M} I_{\omega_i} * \delta_{s_i} + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I), \tag{26}
\]

where the viewing directions \( \omega_i \) are assumed to be drawn from the uniform distribution over \( SO(3) \) and \( s_i \) denotes the location of the center of the \( i \)th projection in the micrograph. We assume the projection is discretized on a Cartesian grid of size \( P \times P \) and we impose a separation condition so that any two projections are separated by at least \( 2P - 1 \) pixels between their upper left corners in each direction, similarly to (2). Note that (1) can be also written as a sum of \( \delta \) functions as in (26).

Define the \( p \)th autocorrelation of \( I \) as

\[
a_p^I[\ell_1, \ldots, \ell_{p-1}] := \frac{1}{N^2} \sum_i I[\ell] I[i + \ell_1] \cdots I[i + \ell_{p-1}],
\]

where the summation is for \( i \) ranging over the \( N^2 \) pixels of the micrograph. Let \( I_1, \ldots, I_K \) denote a set of \( K \) micrographs. Under the specified conditions, we show in the next section that the first three autocorrelations of the micrographs are related to those of the projections by

\[
\lim_{K \to \infty} \frac{1}{K} \sum_{i=1}^{K} a_p^I[\ell_1, \ldots, \ell_{p-1}] = \gamma \langle a_p^I[\ell_1, \ldots, \ell_{p-1}] \rangle_\omega + b_p[\ell_1, \ldots, \ell_{p-1}], \tag{27}
\]

\[
p = 1, 2, 3, \quad \ell_1, \ldots, \ell_{p-1} \in [-\!(P - 1), P - 1]^2,
\]

where \( \langle \cdot \rangle_\omega \) denotes averaging over all possible viewing directions \( \omega \) and \( b_p \) is a bias term. Specifically, \( b_1 = 0 \) and therefore the mean is unbiased. The bias term of the second-order autocorrelation \( b_2 \) depends only on \( \sigma^2 \), the variance of the noise. Hence, if the noise level can be accurately estimated from the
micrographs, this bias can be removed. Finally, the bias term of the third-order autocorrelation $b_3$ depends on the mean of the micrograph and $\sigma^2$. Therefore, given sufficiently many projections, we can accurately estimate the quantities $\gamma\langle a_{\ell,m,s}^3 \rangle_\omega$ directly from the micrographs. These quantities are functions of the unknown coefficients $x_{l,m,s}$ and we could proceed to invert their relation, as we did in the toy examples.

In practice, we want to leverage one more feature of the 3-D reconstruction problem. Since all in-plane rotations of the micrographs are equally likely observations, it is desirable in (27) to average over all in-plane rotations as well. This can be done efficiently using Prolate Spheroidal Wave Functions (PSWFs). We use autocorrelations up to and including the third order. Indeed, second-order autocorrelations are not enough, as was observed already in [21] for a simpler problem where the input is not micrographs but rather picked, perfectly centered particles.

### F.2 Autocorrelation derivation

In this section we prove relation (27). We note that mathematically taking infinitely many micrographs is equivalent to take one infinitely large micrograph with fixed density $\gamma$. Hence, we consider the moments of one micrograph $I$ in the limit $N \to \infty$ and $\gamma = \lim_{N \to \infty} \frac{M P^2}{N^2} \in (0, 1)$. The separation condition guarantees that if $i = (i, j)$ is in the support of some projection, then $i + \ell$ for $\ell \in [- (P - 1), P - 1]^2$ is either in the support of the same projection or outside the support of any projection.

We begin by calculating the relation between the $p$th autocorrelation of the clean micrograph and the averaged autocorrelation of the projections. Let us denote the clean micrograph by $\tilde{I} = I - \varepsilon$, where $I$ and $\varepsilon$ are given in (26). Denote by $S_t$ the support of the $t$th particle. Then, we have

$$a_T^p[\ell_1, \ldots, \ell_{p-1}] = \frac{1}{N^2} \sum_i \tilde{I}[i] \tilde{I}[i + \ell_1] \cdots \tilde{I}[i + \ell_{p-1}]$$

$$= \frac{1}{N^2} \sum_{t=1}^M \sum_{i \in S_t} \tilde{I}[i] \tilde{I}[i + \ell_1] \cdots \tilde{I}[i + \ell_{p-1}]$$

$$= \frac{M P^2}{N^2} \cdot \frac{1}{M} \sum_{t=1}^M \frac{1}{P^2} \sum_{i,j=0}^{P-1} I_{\omega_t}[i] I_{\omega_t}[i + \ell_1] \cdots I_{\omega_t}[i + \ell_{p-1}]$$

$$= \frac{M P^2}{N^2} \frac{1}{M} \sum_{t=1}^M a_{\omega_t}^p[\ell_1, \ldots, \ell_{p-1}]$$

$$\to \gamma \langle a_{\omega_t}^p[\ell_1, \ldots, \ell_{p-1}] \rangle_\omega, \quad (28)$$

where the average is taken over $\omega$ with respect to the distribution of viewing directions. Here, we assume it to be uniform.

In the presence of noise, we get additional bias terms denoted by $b_p$ in (27). The mean ($p = 1$) is unbiased since the noise is assumed to have zero mean. For the second-order autocorrelation ($p = 2$), we have

$$a_T^2[\ell] = \frac{1}{N^2} \sum_i I[i] I[i + \ell]$$

$$= \frac{1}{N^2} \sum_i \tilde{I}[i] \tilde{I}[i + \ell] + \frac{1}{N^2} \sum_i \tilde{I}[i] \varepsilon[i + \ell] + \frac{1}{N^2} \sum_i \varepsilon[i] \tilde{I}[i + \ell] + \frac{1}{N^2} \sum_i \varepsilon[i] \varepsilon[i + \ell].$$

The first term is given by (28) for $p = 2$. The cross terms vanish in the limit. The fourth term is zero unless $\ell = 0$, in which case it converges to $\sigma^2$. Thus, we conclude

$$a_T^2[\ell] \to \gamma \langle a_{\omega_t}^2[\ell] \rangle_\omega + \sigma^2 \delta[\ell], \quad (29)$$
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where the bias term \( b_2[\ell] = \sigma^2 \delta[\ell] \) depends only on the variance of the noise \( \sigma^2 \).

For the third moments, we get 8 terms:

\[
\begin{align*}
a^3_{\ell_1, \ell_2} &= \frac{1}{N^2} \sum_i \tilde{I}[i] \tilde{I}[i + \ell_1] \tilde{I}[i + \ell_2] + \frac{1}{N^2} \sum_i \varepsilon[i] \varepsilon[i + \ell_1] \varepsilon[i + \ell_2] \\
&+ \frac{1}{N^2} \sum_i \tilde{I}[i] \varepsilon[i + \ell_1] \tilde{I}[i + \ell_2] + \frac{1}{N^2} \sum_i \tilde{I}[i] \tilde{I}[i + \ell_1] \varepsilon[i + \ell_2] \\
&+ \frac{1}{N^2} \sum_i \varepsilon[i] \tilde{I}[i + \ell_1] \tilde{I}[i + \ell_2] + \frac{1}{N^2} \sum_i \tilde{I}[i] \varepsilon[i + \ell_1] \tilde{I}[i + \ell_2] \\
&+ \frac{1}{N^2} \sum_i \varepsilon[i] \varepsilon[i + \ell_1] \tilde{I}[i + \ell_2] + \frac{1}{N^2} \sum_i \tilde{I}[i] \tilde{I}[i + \ell_1] \varepsilon[i + \ell_2].
\end{align*}
\]

We address these terms one by one:

- Term (1) is treated by (28) for \( p = 3 \);
- Term (2) is the third-order autocorrelation of pure noise which vanishes in the limit;
- Terms (3)-(5) depend linearly on the noise and hence vanish in the limit;
- For term (6), if \( \ell_1 \neq \ell_2 \) the term vanishes in the limit. If \( \ell_1 = \ell_2 \) then

\[
\frac{1}{N^2} \sum_i \tilde{I}[i] \varepsilon[i + \ell]^2 = \frac{M P^2}{N^2} \cdot \frac{1}{M P^2} \sum_{t=1}^{M} \sum_{i \in S_t} I_{\omega t}[i] \varepsilon[i + \ell]^2 \to \gamma \sigma^2 \langle a_{\ell_1} \rangle_{\omega},
\]

where \( \langle a_{\ell_1} \rangle_{\omega} \) is the mean of the volume.
- Terms (7) and (8) contribute \( \delta \) functions similar to (6).

Thus, we conclude that

\[
a^3_{\ell_1, \ell_2} \to \gamma \langle a^3_{\ell_1, \ell_2} \rangle_{\omega} + \gamma \sigma^2 \langle a_{\ell_1} \rangle_{\omega} \left( \delta[\ell_1 - \ell_2] + \delta[\ell_1] + \delta[\ell_2] \right),
\]

where the second term is the bias \( b_3[\ell_1, \ell_2] \). Note that \( \gamma \langle a_{\ell_1} \rangle_{\omega} \) is approximately the mean of the micrograph since \( a_{\ell_1} \approx a_{\ell_2} \approx \gamma \langle a_{\ell_1} \rangle_{\omega} \). Therefore, we do not need prior knowledge of \( \gamma \) to effectively debias the third-order autocorrelation.

### F.3 Accounting for all in-plane rotations

We represent our autocorrelations using Prolate Spheroidal Wave Functions (PSWFs) \( \{ \psi_{k,q} \} \) where \( k \geq 0, q \geq 1 \) are integers [39]. As we demonstrate below, this makes it easier to account for the fact that all in-plane rotations of the micrographs are equally likely observations. This is only a concern for the
second and third order autocorrelations. Below, we start with \( p = 2 \). The PSWFs are eigenfunctions of the truncated Fourier transform and are given in polar coordinates by\(^5\)

\[
\psi_{k,q}(r, \varphi) = \begin{cases} 
\frac{1}{\sqrt{8\pi}} \alpha_{k,q} R_{k,q}(r) e^{i k \varphi}, & r \leq 1, \\
0, & r > 1,
\end{cases}
\]  

where the range of \( k, q \) is determined by Eq. (8) in [24], the \( R_{k,q} \) are a family of real, one-dimensional functions and the \( \alpha_{k,q} \) are scaling factors which will be defined in the next section. The PSWFs are orthogonal on the unit disk.

For \( \ell \in \left[-(P-1), P-1\right]^2 \), let us define

\[
a_2[k, q] = \sum_{\ell} a_2^2[\ell] \psi_{k,q}[\ell],
\]  

where \( \psi_{k,q}[\ell] := \psi_{k,q}(\ell/(P-1)) \) is a discretization of the PSWFs. Knowledge of these coefficients is essentially equivalent to knowledge of the second-order correlations owing to the following approximate identity:

\[
a_2^2[\ell] \approx \sum_{k,q} a_2^2[k, q] \psi_{k,q}[\ell].
\]  

This holds because the continuous PSWFs form an orthogonal basis, and their discretized counterparts are (empirically) almost orthogonal. As a result, for our purposes, the pair of equations above provides a basis expansion for the autocorrelations.

We now proceed to show that the coefficients \( a_2^2[k, q] \) can be computed from the micrographs directly. By definition,

\[
a_2^2[k, q] = \sum_{\ell} a_2^2[\ell] \psi_{k,q}[\ell]
\]  

\[
= \frac{1}{N^2} \sum_{i} \mathcal{I}[i] \left( \sum_{\ell} \mathcal{I}[i + \ell] \psi_{k,q}[\ell] \right)
\]  

\[
= \frac{1}{N^2} \sum_{i} \mathcal{I}[i] a_{k,q}[i],
\]

where we defined

\[
a_{k,q}[i] = \sum_{\ell} \mathcal{I}[i + \ell] \psi_{k,q}[\ell].
\]

These coefficients can be computed efficiently. Indeed, consider a patch of the micrograph \( \mathcal{I} \) centered around pixel \( i \) and of size \((2P-1) \times (2P-1)\). This is exactly the patch indexed in the sum above. Hence, using the same approximation as we did in (33), a direct expansion of that patch in the discretized PSWFs yields the sought coefficients:

\[
\mathcal{I}[i + \ell] \approx \sum_{k,q} a_{k,q}[i] \psi_{k,q}[\ell].
\]

Thus, we proceed as follows: for each position \( i \) in the micrograph \( \mathcal{I} \), we extract the corresponding patch of size \((2P-1) \times (2P-1)\), expand it in the discretized PSWFs as in (36), and collect the \( a_{k,q} \) as per (34) to constitute the second-order autocorrelation of the micrograph.

\(^5\)A different normalization is used in [24].
 Crucially, following this formalism, it is now straightforward to account for all in-plane rotations and reflections of the micrograph. Indeed, as can be seen from the definition of the (continuous) PSWFs (31), the effects of rotations and reflections on expansion coefficients of real images are, respectively, phase modulation and conjugation: this is why this the PSWF basis is called steerable [24, 45]. By analogy in the discrete case, we have the following approximate expansions for a patch rotated about its center i by an angle α:

\[ I^\alpha_+ [i + \ell] \approx \sum_{k,q} a_{k,q} e^{-i k \alpha} \psi_{k,q}[\ell], \]

and the reflection followed by a rotation by angle α:

\[ I^\alpha_- [i + \ell] \approx \sum_{k,q} \overline{a}_{k,q} e^{-i k \alpha} \psi_{k,q}[\ell]. \]

Averaging over all rotations of the patch \( I(i + \Delta i) \) and its reflection we get

\[ a^2[k, q] = \frac{1}{N^2} \sum_i I[i] \left( \frac{1}{4\pi} \int_0^{2\pi} (a_{k,q}[i] + \overline{a}_{k,q}[i]) e^{-i k \alpha} d\alpha \right) \]

\[ = \delta[k] \frac{1}{N^2} \sum_i I[i] a_{0,q}[i], \quad (37) \]

where in the last equality we used that \( a_{0,q}[i] \) is real since both I and \( \psi_{0,q} \) are real valued (more generally, \( a_{-k,q} = \overline{a}_{k,q} \)). Thus, the second-order auto-correlation, though two-dimensional, effectively only provides radial information.

We now follow a similar approach to estimate the bias term \( b_2 \). Introduce the coefficients \( b_2 \) as:

\[ b_2[k, q] = \sigma^2 \sum_{\ell} \delta[\ell] \psi_{k,q}[\ell] \]

\[ = \sigma^2 \psi_{k,q}(0) \]

\[ = \delta[k] \frac{\sigma^2}{\sqrt{2\pi}} R_{0,q}(0), \]

where we used the fact that the functions \( R_{k,q} \) are zero at the origin for \( k \neq 0 \). With this definition, we have the usual approximation:

\[ b_2[\ell] = \sigma^2 \delta[\ell] \approx \sum_{k,q} b_2[k, q] \psi_{k,q}[\ell]. \]

We now turn out attention to the third order auto-correlation. Following the same lines, we define the coefficients:

\[ a^3[k_1, q_1; k_2, q_2] = \sum_{\ell_1, \ell_2} a^3[\ell_1, \ell_2] \psi_{k_1,q_1}[\ell_1] \psi_{k_2,q_2}[\ell_2] \]

\[ = \frac{1}{N^2} \sum_i I[i] \left( \sum_{\ell_1} I[i + \ell_1] \psi_{k_1,q_1}[\ell_1] \right) \left( \sum_{\ell_2} I[i + \ell_2] \psi_{k_2,q_2}[\ell_2] \right) \]

\[ = \frac{1}{N^2} \sum_i I[i] a_{k_1,q_1}[i] a_{k_2,q_2}[i], \]

where the patch expansion coefficients \( a_{k,q} \) are as defined in (35). The coefficients \( a^3[k_1, q_1; k_2, q_2] \) are related to the third-order auto-correlation via the approximate identity:

\[ a^3[\ell_1, \ell_2] \approx \sum_{k_1,q_1, k_2,q_2} a^3[k_1, q_1; k_2, q_2] \psi_{k_1,q_1}[\ell_1] \psi_{k_2,q_2}[\ell_2]. \]
Averaging over all rotations of $\mathcal{I}$ and its reflection, we obtain

\begin{equation}
\alpha^3[k_1, q_1; k_2, q_2] = \frac{1}{N^2} \sum_i \mathcal{I}[i] \frac{1}{4\pi} \int_0^{2\pi} \left( a_{k_1,q_1}[i]a_{k_2,q_2}[i] + \bar{a}_{k_1,q_1}[i]\bar{a}_{k_2,q_2}[i] \right) e^{-i(k_1-k_2)\alpha} \, d\alpha \\
= \delta[k_1 - k_2] \frac{1}{N^2} \sum_i \mathcal{I}[i] \Re \{a_{k_1,q_1}[i]a_{k_2,q_2}[i]\}.
\end{equation}

Thus, similarly to the second-order autocorrelation, averaging over all in-plane rotations reveals that the 4-D third-order autocorrelation truly only carries information along three dimensions.

Finally, we treat the bias terms:

\begin{equation}
b_3[k_1, q_1; k_2, q_2] = \gamma \sigma^2 (a_{L,\omega})^2 \delta[k_1 - k_2] \left[ \delta[q_1 - q_2] + \frac{1}{2\pi} \left( \alpha_{0,q_1} + \alpha_{0,q_2} \right) R_{0,q_1}(0) R_{0,q_2}(0) \right].
\end{equation}

Thus,

\begin{equation}
b_3[\ell_1, \ell_2] = \gamma \sigma^2 (a_{L,\omega})^2 \left( \delta[\ell_1 - \ell_2] + \delta[\ell_1] + \delta[\ell_2] \right) \\
\approx \sum_{k_1,q_1 \atop k_2,q_2} b_3[k_1, q_1; k_2, q_2] \psi_{k_1,q_1}[\ell_1] \bar{\psi}_{k_2,q_2}[\ell_2].
\end{equation}

\section*{F.4 Connection to volume}

Until now, we have established simple relations between the autocorrelations of the micrographs and the autocorrelations of the volume. Now, we complete the picture by deriving the connection with the volume itself.

Using the 2-D PSWFs, we can express each projection as

\[ \hat{I}_\omega(ck, \theta) = \sum_{N,n} b_{N,n}(\omega) \psi_{N,n}(k, \theta), \]

where

\begin{align}
b_{N,n}(\omega) &= \frac{4}{\sqrt{2\pi} |\alpha_{N,n}|^2} \int_0^{2\pi} \int_0^1 \hat{I}_\omega(ck, \theta) R_{N,n}(k) e^{-iN\theta} k \, dk \, d\theta, \\
&= \sum_{\ell,m,m'} x_{\ell,m,s} \left[ \frac{\sqrt{8\pi}}{\alpha_{N,n}} Y_{\ell m'}^m(\pi/2, 0) \right] D^{\ell}_{m',m}(\omega) \left( \int_0^1 j_{\ell,s}(k) R_{N,n}(k) k \, dk \right) \left( \frac{1}{2\pi} \int_0^{2\pi} e^{i(\ell'-N)\theta} \, d\theta \right) \\
&= \sum_{|N| \leq \ell} \sum_{m,s} x_{\ell,m,s} D^{\ell}_{N,m}(\omega) \beta_{\ell,s,N,n},
\end{align}

where the coefficients

\begin{equation}
\beta_{\ell,s,N,n} := \left\{ \begin{array}{ll}
\frac{\sqrt{8\pi}}{\alpha_{N,n}} Y_{\ell N}^N(\pi/2, 0) \int_0^1 j_{\ell,s}(k) R_{N,n}(k) k \, dk, & \ell \geq |N| \\
0, & \ell < |N|
\end{array} \right.
\end{equation}

can be precomputed. Since the PSWFs are eigenfunctions of the truncated Fourier transform [24] and hence satisfy

\begin{equation}
\alpha_{N,n} \psi_{N,n}(k) = \int |r| \leq 1 \psi_{N,n}(r) e^{i(c(r-k)\rangle} dr,
\end{equation}

\end{equation}
we can now express the projection in real space as
\[
I_\omega(r, \varphi) = \sum_{N,n} \tilde{\alpha}_{N,n} b_{N,n}(\omega) \psi_{N,n}(r, \varphi)
\]
(41)

where \(n_{\text{max}}(N)\) is chosen according to Eq. (8) in [24], \(\alpha_{N,n}\) is the eigenvalue corresponding to the \((N, n)\)th PSWF, \(\tilde{\alpha}_{N,n} = (c/2\pi)^2 \alpha_{N,n}\), and \(\tilde{\beta}_{\ell,s;N,n}\) are called Wigner 3-j symbols. Notably, these terms are zero unless \(m_1 + m_2 + m_3 = 0\) and \(|\ell_1 - \ell_2| \leq \ell_3 \leq \ell_1 + \ell_2\). Thus, we conclude that

\[
\langle b_{N_1,n_1}(\omega) b_{N_2,n_2}(\omega) \overline{b_{N_3,n_3}(\omega)} \rangle_\omega = \sum_{\ell_1,m_1,s_1, \ell_2,m_2,s_2, \ell_3,m_3,s_3} x_{\ell_1,m_1,s_1} x_{\ell_2,m_2,s_2} x_{\ell_3,m_3,s_3}
\]
(43)

where the latter coefficients are given explicitly in (39). Using standard properties of D-Wigner functions, we obtain

\[
\langle D_{N_1,m_1}^{\ell_1}(\omega) D_{N_2,m_2}^{\ell_2}(\omega) \overline{D_{N_3,m_3}^{\ell_3}(\omega)} \rangle_\omega = (-1)^{N_3 + m_3} \begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ N_1 & N_2 & -N_3 \end{pmatrix} \begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ m_1 & m_2 & -m_3 \end{pmatrix},
\]

where \(\begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ m_1 & m_2 & m_3 \end{pmatrix}\) are called Wigner 3-j symbols. Notably, these terms are zero unless \(m_1 + m_2 + m_3 = 0\) and \(|\ell_1 - \ell_2| \leq \ell_3 \leq \ell_1 + \ell_2\). Thus, we conclude that

\[
\langle b_{N_1,n_1}(\omega) b_{N_2,n_2}(\omega) \overline{b_{N_3,n_3}(\omega)} \rangle_\omega = \delta_{N_3,N_1+N_2} \sum_{\ell_1,m_1,s_1, \ell_2,m_2,s_2, \ell_3,s_3} x_{\ell_1,m_1,s_1} x_{\ell_2,m_2,s_2} x_{\ell_3,m_1+m_2,s_3}
\]
(43)

Combining (43) with (42) provides the explicit relation between the third-order autocorrelation and the volume.
Hence, we expand the above in 2-D PSWFs by where we used the fact that the normalized spherical Bessel functions

\[ j_{\ell}(k) \]

Then, the final formula reads

\[ \Psi_{\ell,N,s}[\ell] := \sum_{n=0}^{n_{\text{max}}(N)} \beta_{\ell,s;N,n} \psi_{N,n}[\ell], \]

\[ \rho_{\ell,N,s}^{(k,q)} := \int_{\ell} \Psi_{\ell,N,s}(i + \ell) \varphi_{k,q}(\ell). \]

Then, the final formula reads

\[
\begin{align*}
a^3_{x} & [k, q_1, q_2] = \sum_{\ell_1, m_1, s_1} \sum_{\ell_2, m_2, s_2} x_{\ell_1, m_1, s_1} x_{\ell_2, m_2, s_2} x_{\ell_1, m_1 + m_2, s_3} \\
& \quad \times (-1)^{m_1 + m_2} \left( \begin{array}{ccc}
\ell_1 & \ell_2 & \ell_3 \\
m_1 & m_2 & -m_1 - m_2
\end{array} \right) \\
& \quad \times \sum_{N_1 = -\ell_1} \sum_{N_2 = -\ell_2} (-1)^{N_1 + N_2} \left( \begin{array}{ccc}
\ell_1 & \ell_2 & \ell_3 \\
N_1 & N_2 & -N_1 - N_2
\end{array} \right) \\
& \quad \times \frac{1}{L^2} \sum_{i} \Psi_{\ell_1, N_1, s_1}[i] \rho_{\ell_2, N_2, s_2}^{(k,q_1)} \rho_{\ell_3, N_1 + N_2, s_3}^{(k,q_2)}.
\end{align*}
\]

In practice, the last two lines of the above expression for \( a^3_{x} [k, q_1, q_2] \) is precomputed, and both the integration over \( i \) and over \( \ell \) is performed on the grid of the images in the dataset, to match the integration performed on the actual images.

**Second-order autocorrelation.** The second-order autocorrelation is easier to derive directly in Fourier space, to avoid integration of shifted PSWFs against centered ones. The relation between the second-order autocorrelation of the micrographs and the volume is given in (29) and (37). The connection with the expansion coefficients of the volume can be derived in Fourier space directly from Kam’s original formula [21] by setting \( k_1 = k_2 \) to obtain

\[
\begin{align*}
\langle a^2_{x} (k, \theta) \rangle & = \frac{1}{4\pi} \sum_{\ell,m} \left| \sum_{s} x_{\ell,m,s} j_{\ell,s}(k) \right|^2 \\
& = \frac{1}{4\pi} \sum_{\ell,m} \sum_{s_1, s_2} x_{\ell,m,s_1} x_{\ell,m,s_2} j_{\ell,s_1}(k) j_{\ell,s_2}(k),
\end{align*}
\]

where we used the fact that the normalized spherical Bessel functions \( j_{\ell,s} \) are real.

As before, we want to derive the relation with respect to the PSWF coefficients of the autocorrelation. Hence, we expand the above in 2-D PSWFs by

\[
\begin{align*}
\langle a^2_{x} (k, \theta) \rangle & = \sum_{q} a^2_{x}(q) \psi_{0,q}(k),
\end{align*}
\]
and conclude that

\[ a_2^2[q] = \frac{1}{\sqrt{8\pi}} \sum_{\ell,m} x_{\ell,m,s_1} x_{\ell,m,s_2} \int_0^1 j_{\ell,s_1}(k) j_{\ell,s_2}(k) R_{0,q}(k) k \, dk. \]  

(45)

The integral on \( k \) is precomputed.

**The mean.** Since \( j_{\ell,s}(0) = 0 \) unless \( \ell = 0 \), and since \( Y_{0,0}(\theta, \varphi) = \frac{1}{\sqrt{4\pi}} \), we conclude from (25) that

\[ a_2^1 = \langle a_1^1 \rangle_\omega = \tilde{\phi}(0) = \frac{1}{\sqrt{4\pi}} \sum_s x_{0,0,s} j_{0,s}(0). \]  

(46)