
 

Math5251 Hamming distance decoding 4.4

If we send codewords c on of length l

xn I Xm

through a BSC with error probabilitypet
safeto
assume
Whyand receive the word y which

word Xi should we decode it as

You would think we should pick an xi

that minimizes this

DEF N Given two words in It ofsame length l

X X xD x
e

y y yes yes
their Hammingdistance

is

d x y p 1,2 l x y

EXAMPLES d 701,0007 2
d 102,0007 2
d 101,0 0 3

d nonnon O



If we don't knowmuchabout the source word

probabilities this is a good rule to follow and

called maximum likelihoodestimation

in that it picks Xi maximizing

P retired Int pdcxi.glg pl daisy

EXAMPLE If we send words in on of

length 2 via repetition code of length
1 4

through a BSC of error prob p Ys

o
hp
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Xy 2 771

thenhowshould wedecode

P you
read 4 0000sent 4 3 É

decodey as f
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Whatwouldbe an alternative If we had more

infoabout source probabilities pi pm then

one could use idealobserver minimum error rule

y
maximizing PC sent received

via a Bayesian calculation

P Et retired P sent n Iceived

P received

P received

ftp.dly.xilg
pjldly.xi pi

P received

Pick Xi maximizing
this numerator
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EXAMPLE Whatif inpreviousexample
wehad

these source probabilities

OK x 0000 017 0
46 XE 0101

p y 0717y
m
receiving

pl me

distresssignals

Thenthe idealobserver maximizes
the numeratorin

P sent fielded
3

o

3
4 dcxi.no

p

Padded
This numerator is 3 3 I forxi

aforgoi
3 E 624 for3 1010

The 3 3 I 62 for x 1111
ideal
observer
decoding



Channelcapacity
Shannon's NoisyCodingTheorem

4.445

Aswith avglength
f for u d codes is there

a limit on the rate logfted of a
choice

of length l binary codewords c o it
beingsentthrough a noisy channel

if we would like the probability of undetected

error to be made arbitrarily small

EXAMPLE
Notethat if we beganwith codewords being

all 21 words wi of length l in 0,17 and

encodingthemwith the r fold repetition
code

C w wa Wr c lo n with words
oflength re

then the max error probability o as no

but also
rate e logated10941 7 Is



Q Can we do betterwith the rate

stillhaving error probability o

Yes and howmuchbetter again

relates to quantifying informationentropy

ofthe source X x 7m
probs pro Pm

and the new source Y yn syn that has

probabilities calculable from the channel

probabilities matrix pig redial sett

p X
channel

i m
pig

us Playa PijXi

pin Xin Yu



Foreachevent y
received one can calculate

P sent Lived for j i s s
n and

use it to define

DEF N Theconditionalentropies

H X Iretired

IIPlant Ii a log PEWa

and then the entropyof X givenY

H X 4 IIP Iia H XI r a

and finally the informationaboutXgivenby Y

IX ly H x HAD
Thatis we expect thatdespitethe noise knowingY
shoulddecrease our surpriseabout X by ICX ly bits



Finally we can define

DEF N The channelcapacity of

capablemaxx pro Pm for

EXAMPLE Garrett calculates with some easy
calculus that the BSC with error prob p

xp o
P
yo y has

capacity cp

p

2
1 up'se y

tplogalpthplog.li p

andmax of IX 4 is achievedforPla P x2

regardlessof theBSC error probabilityp



Trophyof capacity BSCwitherrorprobp1
it plogalp liplogG p

s p

EXAMPLE Note BSCwith error probp Ya has

capacity it flogs 2 log 2 I I 2 0

It's a special case of this familyof useless
channels

where one can checkthat forany
choiceof source

probabilities Ypg gig
one has

X Y independent H X Lian H X Hy tY

H XM H x

i e I X Y O

capacity C 0

Noway todetect errors even with longrepetition
codes and very low rates



Shannon'sNoisyCodingThm 45

Let C be amemoryless
channel and pick

any R
in the range O R capacity C

Then one can find a sequenceof codes

Cn c o n for n 1 2,3

with o Cn consistsofwordsoflength n
o rate Cn R as n o

o using max
likelihood EminHamming

distance

decoding the max probability

of a word inCnbeingdecodedwrong
O as n o



Roman53.4.4 states it but both he and
Garrettprove it only fortheBSCwith

error probability p

An interestingfeatureof theproof is

using fairly easy probabilistic
estimates

one can pick Cnwithhighprobability to be

21 randomly chosen I
words

oflength n

so rate D And R as no a

DRAWBACK Efficiently doing minimum distance

decodingwith C chosen randomly
ishard


