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Abstract

We study grain boundaries in the Swift-Hohenberg equation. Grain boundaries arise as stationary

interfaces between roll solutions of different orientations. Our analysis shows that such stationary

interfaces exist near onset of instability for arbitrary angles between the roll solutions. This extends

prior work in [6] where the analysis was restricted to large angles, that is, weak bending near the

grain boundary. The main new difficulty stems from possible interactions of the primary modes

with other resonant modes. We generalize the normal form analysis in [6] and develop a singular

perturbation approach to treat resonances.
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1 Introduction

Rayleigh-Bénard convection has been one of the prime motivating examples of research in pattern

formation. Much insight into the dynamics has been gained by formal or rigorous approximation of

the dynamics near onset of instability: convection rolls form when the temperature difference between

two plates overcomes the viscosity of the fluid in between. Basic patterns are typically periodic in,

say, x, with a characteristic wavelength L = 2π/k. While such patterns can be readily analyzed

mathematically using bifurcation theory, much less is known about imperfections in these perfect

periodic patterns that arise in experiments and numerical simulations. Formally such imperfections or

defects can be classified phenomenologically, leading to lists including defects such as grain boundaries,

dislocations, and disclinations. Very little, however, is known about these defects beyond far-field

approximations. Mere existence, for instance, is not known even for simple model approximations.

Our goal here is to extend the methods used in [6] and show existence of grain boundaries near onset of

instability. We remove a crucial restriction from [6] which forced the angle between grain boundaries to

be larger than π/3, effectively preventing interaction of the primary modes with other possible resonant

modes. Our results confirm earlier findings in [8], where an approximation by amplitude equations was

analyzed. We show that the approximation there, neglecting higher-order terms and non-adiabatic

effects, as well as possible coupling to other, rotated modes, is justified. On the other hand, our results

exclude to some extent, at small amplitude, bifurcations such as the ones observed in [2, 3].

Swift-Hohenberg equation We focus our attention on the arguably simplest pattern forming sys-

tem, the Swift-Hohenberg equation

∂tu = −(1 + ∆)2u+ µu− u3. (1.1)

Here, u(t, x, y) depends on (x, y) ∈ R2 and time t ∈ R, and µ is a real parameter. Simple bifurcation

analysis shows the existence of solutions ur(kx; k, µ) which are spatially periodic ur(ξ; k, µ) = ur(ξ +

2π; k, µ), and even in ξ for µ > 0, small. We refer to these stationary periodic patterns as roll solutions

and denote rotated roll patterns as

uϕr (x, y; k) := ur(k(x cosϕ− y sinϕ); k, µ), (1.2)

with ϕ ∈ [0, 2π).

Grain boundaries solutions Grain boundaries are solutions to (1.1) with ut = 0, that are asymp-

totic to roll solutions of different orientation as x→ ±∞. In the simplest case that we shall be interested

in, here, they possess an additional reflection symmetry x 7→ −x and periodic in y. This can be seen as

a maximal symmetry assumption for a grain boundary, since the pattern imposed by asymptotic roll

solutions with different angles accomodates such a reflection symmetry and periodicity.

We construct the grain boundaries as solutions to the equation (1.1) which are steady and periodic in

y with wavenumber k = k∗ for sufficiently small µ. Rescaling y, we need to solve

0 = −(1 + ∂2x + k2∂2y)2u+ µu− u3, (1.3)

on x, y ∈ R2 with 2π-periodicity in y.
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Following [6], we also impose boundary conditions at infinity in the form

|ugb(x− x±, y)− uϕ±
r (x, y; k±)| → 0 for x→ ±∞. (1.4)

Here, the constants are suitable asymptotic phases x±, asymptotic angles ϕ±, and asymptotic wavenum-

bers k± for the roll solutions in the far field. Our symmetry assumption implies that ugb(x, y) =

ugb(−x, y), ϕ− = −ϕ+, k+ = k− and x+ = −x−. Possibly translating in y, we may assume that

x± = 0.

Main result Our main result states existence of such grain boundaries for small values of µ and

arbitrary ϕ±.

Theorem 1 For every εϕ > 0 there exists µ∗ > 0 so that for every ϕ− − ϕ+ = α ∈ (εϕ, π − εϕ), and

any 0 < µ < µ∗(εϕ), there exists a symmetric grain boundary between rolls of orientations ϕ±, for a

selected wavenumber k(α, µ).

We emphasize that the main difference from the results in [6] is that our theorem here covers arbitrary

angles, removing the restriction to α > π/3. We also show existence for small µ, uniformly in the

angle α. The limiting cases α = 0 and α = π are also interesting. Weak bending, α = π, was studied

in [7], basically showing existence in this regime as well. The limit α → 0 appears to be much more

challenging. The remainder of this paper is occupied with the proof of Theorem 1. Our proof is based

Figure 1.1: The pictures show compatible roll solutions and the grain boundary in the case k∗ = 1/4. The

first five pictures show roll solutions with orientations comptible with the induced vertical y-period 8π. The red

dashes show identical periodic cells in each case.

on spatial dynamics, rewriting (1.3) as an ill-posed dynamical system in the x-variable. We then follow
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the general strategy of bifurcation theory, using center-manifold reduction and normal form theory to

identify a simple reduced differential equation. Within the leading-order terms of this equation, we

find heteroclinic orbits that correspond to grain boundaries. We then proceed and show that these

heteroclinic orbits persist under higher-order perturbations. We refer to [6] for more background on

these methods and references to the literature.

While our methods build on the general strategy introduced in [6], there are several key differences.

First, the dimension of the reduced ODE can be arbitrarily large, so that normal form theory is

essential to reduce to a tractable system. The increase in dimension stems from the fact that for small

k∗, that is, large y-period in the original scale, many orientations of roll solutions are compatible with

periodicity in y. The analysis therefore needs to incorporate possible resonant interactions between

the primary rolls and rotated linear and nonlinear modes. Major technical difficulties are introduced

when rolls perpendicular to the grain boundary interface are compatible with y-periodicity. We refer

to this case, 1/k∗ ∈ Z, as the resonant case. In fact, varying k∗ across such a resonance, the dimension

of the center-manifold changes. The linearization exhibits a Jordan block of length 4, introducing a

new scale into the system. As a consequence, we need a refined normal form theory. More crucially,

the standard scaling x ∼ µ−1/2 for the grain boundary introduces singularities in the perpendicular

mode, where length scales vary with µ−1/4. Moreover, as we vary k∗ near such a resonance, we find a

subtle crossover between the µ−1/4- and µ−1/2-scalings. When studying persistence, we then encounter

a singularly perturbed differential operator in the linearization. We develop semi-explicit estimates on

the Green’s function for that operator and employ a frozen Newton method to show persistence.

Figure 1.1 illustrates some of these difficulties. The figure shows that, given k∗, there are possibly

many different orientations of roll patterns that are compatible with the imposed y-periodicity. In

the case shown there, k∗ = 1/4, there are 5 possible orientations. Note that the horizontal pattern is

compatible only for integer choices of 1/k∗. As k∗ decreases past such resonances, more orientations

become compatible with the periodicity in y. Note also that the figure shows how the grain boundaries

we are finding possess maximal symmetry with respect to y-translations. In fact, we could have also

tried to find grain boundaries between other orientations of rolls from Figure 1.1, which would possibly

give non-symmetric grain boundaries, or grain boundaries with a y-period less than the imposed period.

We will comment on these issues briefly, throughout the proofs.

Outline Our paper is organized as follows. Section 2 is concerned with the non-resonant case,

1/k∗ 6∈ Z. Section 3 treats resonance and near-resonance 1/k∗ ∈ Z.

2 Grain boundaries for non-resonant angles 1/k∗ 6∈ Z

We prove Theorem 1 in the non-resonant case. We first set up the spatial dynamics formulation, Section

2.1, then carry out the center-manifold reduction after identifying linearly neutral modes in Section

2.2. Normal form transformations put the system in a simple standard form, Section 2.3. We finally

prove existence and persistence of heteroclinic orbits in Section 2.4.
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2.1 Spatial dynamics

Our basic approach follows [6]. We write the stationary Swift-Hohenberg equation (1.3) formally as a

first-order differential equation in space x,

dU

dx
= A(µ, k)U + F(U), (2.1)

setting

U =


u

u1
v

v1

 , A(µ, k) =


0 1 0 0

−(1 + k2∂2y) 0 1 0

0 0 0 1

µ 0 −(1 + k2∂2y) 0

 , F(U) =


0

0

0

−u3

 .

While ill-posed as an initial-value problem, the operator A(µ, k) is bi-sectorial on the function space

X = H3
per(0, 2π)×H2

per(0, 2π)×H1
per(0, 2π)× L2(0, 2π),

where

Hj
per(0, 2π) = {u ∈ Hj

loc(R) ; u(z + 2π) = u(z), ∀ z ∈ R}, j > 1.

with domain

D(A) = Y = H4
per(0, 2π)×H3

per(0, 2π)×H2
per(0, 2π)×H1

per(0, 2π).

It is not difficult to verify that the nonlinear map F : Y → Y is in fact smooth.

We are interested in solutions close to onset, that is, µ ∼ 0, µ > 0. We also allow for changes in the

wavenumber, setting k = k∗ + δ with k∗ ∈ (0, 1) fixed and δ ∼ 0 small.

The choice of k implicitly restricts angles and wavenumbers of bifurcating roll solutions. Since bifur-

cating rolls have wavenumber (kx, ky) = (k0 cosϕ,−k0 sinϕ) with k0 ∼ 1, the restriction to 2π/k∗-

periodicity implies that k0 sinϕ ∈ k∗Z. Equivalently, only angles

ϕ = 0,± arcsin(k∗),± arcsin(2k∗), ...,± arcsin([
1

k∗
]k∗),

where [z] = max{m ∈ Z, m 6 z}, are compatible with the periodic boundary conditions in y. Clearly,

the number of compatible rolls increases when k∗ decreases and crosses through a resonance, that is,

when 1/k∗ crosses an integer. We will see later that this fact is mirrored in a change in dimension of

the center manifold. We will treat this resonant case later, in Section 3, and focus on the nonresonant

case from now on. We point out that non-resonance precisely excludes rolls that are horizontal, that

is, rolls perpendicular to the grain boundary interface, ϕ = π/2.

2.2 Center manifold reduction

Central space. We view the system (2.1) as an infinite-dimensional dynamical system in the form

dU

dx
= A∗U + B(µ, δ)U + F(U), (2.2)

with

A∗ = A(0, k∗), B(µ, δ) = A(µ, k∗ + δ)−A(0, k∗).
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Noting that A∗ : Y → X is a continuous linear operator and Y is dense in and compactly embedded

into X , we conclude that the resolvent of A∗ is compact and thus its spectrum σ(A∗) only consists of

eigenvalues ν. According to the dispersion relation,

ν2 = k2∗`
2 − 1, ` ∈ Z,

we have

σ(A∗) = {ν ∈ C ; ν2 = k2∗`
2 − 1, ` ∈ Z}. (2.3)

Moreover,

σ(A∗) ∩ iR = {±ik`,x|` ∈ I∗}, (2.4)

where

kx,` =
√

1− (k∗`)2, kx,` = kx,−`, I∗ = {0,±1, ...± `∗}, `∗ = [
1

k∗
].

The non-resonance condition 1/k∗ 6∈ Z implies that kx,` 6= 0 for all `. Then it is not hard to see

that the central space Xc of the operator A∗, i.e., the spectral subspace associated with σ(A∗) ∩ iR, is

4(2`∗ + 1)-dimensional and spanned by the vectors {E`, F`, E`, F`|` ∈ I∗}, where, for every ` ∈ I∗,

E`(y) =


1

ikx,`
0

0

 ei`y, F`(y) =


0

1

2ikx,`
−2k2x,`

 ei`y.

More specifically, the generalized eigenspace associated with the eigenvalue ikx,` (or −ikx,`, respectively)

is spanned by E±` and F±` (or E±` and F±`, respectively), which satisfy

A∗E±` = ikx,`E±`, A∗F±` = ikx,`F±` + E±`, for all ` ∈ I∗, and

A∗E±` = −ikx,`E±`, A∗F±` = −ikx,`F±` + E±`, for all ` ∈ I∗.

We point out here that while the eigenvalues ±i are geometrically simple and algebraically double, the

eigenvalues ±ikx,` are geometrically double and algebraically quadruple for ` ∈ I∗ \ {0}.

The next step is to calculate the spectral projection Pc : X → Xc. We first denote Aad
∗ as the adjoint

of A∗ with respect to the scalar product 〈·, ·〉 in (L2(0, 2π))4 and

Aad
∗ =


0 −(1 + k2∗∂

2
y) 0 0

1 0 0 0

0 1 0 −(1 + k2∗∂
2
y)

0 0 1 0

 .

Similar to the A∗ case, we have

Aad
∗ F

ad
` = −ikx,`F

ad
` , Aad

∗ E
ad
` = −ikx,`E

ad
` + F ad

` , ` ∈ I∗,

in which

Ead
` (y) =

1

8πk3x,`


2k3x,`
2ik2x,`

0

i

 ei`y, F ad
` (y) =

1

8πk3x,`


0

0

ik2x,`
−kx,`

 ei`y ` ∈ I∗.
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Secondly, by definition, the spectral projection is given by

PcU =
∑
`∈I∗

(
〈U,Ead

` 〉E` + 〈U,F ad
` 〉F` + 〈U,Ead

` 〉E` + 〈U,F ad
` 〉F`

)
,

where

〈Eκ, Ead
` 〉 = 〈Fκ, F ad

` 〉 = δκ`, 〈Fκ, Ead
` 〉 = 〈Eκ, F ad

` 〉 = 0, κ, ` ∈ I∗.

Reduction to a center manifold. Through a center manifold reduction, we can reduce the PDE

system to an ODE system while still keeping all small bounded solutions.

From (2.3)–(2.4), we note that the spectrum of A∗|( id−Pc)X is off the imaginary axis. More precisely,

we have, for some ε > 0,

σ
(
A∗
∣∣
( id−Pc)X

)
⊂ {λ ∈ C ; |Reλ| > ε},

upon which, it is not hard to see that∥∥(iω −A∗)−1
∥∥
L(( id−Pc)X )

6
C

1 + |ω|
, ∀ ω ∈ R,

with some positive constant C > 0. Therefore, by applying the center manifold theorem( see [4, §2]),

we can prove that there are neighborhoods of the origin U ⊂ Xc, V ⊂ ( id − Pc)Y, W ⊂ R2 and, for

any m <∞, a Cm-map Ψ : U ×W → V having the following properties.

(i) For any (µ, δ) ∈ W, all bounded solutions U(x) of (2.2) within U ×V are on the center manifold,

i.e.,

U(x) = Uc(x) + Ψ(Uc(x), µ, δ), ∀ x ∈ R. (2.5)

(ii) The center manifold is tangent to the center eigenspace, i.e.,

‖Ψ(Uc, µ, δ)‖Y = O
(
|µ|‖Uc‖+ |δ|‖Uc‖+ ‖Uc‖2

)
.

We now plug (2.5) into (2.2) and project it with Pc, obtaining the reduced system for Uc,

dUc
dx

= A∗Uc + Pc
(
B(µ, δ)Uc + F(Uc + Ψ(Uc, µ, δ))

)
. (2.6)

Remark 2.1 We have PcB(µ, δ)Ψ(Uc, µ, δ) = 0 due to the fact that

Xc = X adc := {
∑
`∈I∗

(
A`E

ad
` +B`F

ad
` +A`E

ad
` +B`F

ad
`

)
|A` ∈ C, B` ∈ C, for all ` ∈ I∗}

and B(µ, δ) maps ( id − Pc)Y into ( id − Pc)X .

Lemma 2.2 For sufficiently small |δ|, we have

‖Ψ(Uc, µ, δ)‖Y = O
(
|µ|‖Uc‖+ ‖Uc‖2

)
. (2.7)
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Proof. We need to show absence of terms of the form O(δ|Uc|). For this, we notice that the tangent

space to the center manifold is invariant under the linearization at any point of the center manifold.

Since now the center manifold contains all equilibria, in particular the trivial equilibria U = 0, δ small

but possibly nonzero, we conclude that the tangent space to the center manifold at the origin, for all δ

small, is given by the center eigenspace of the linearization at that equilibrium. The center eigenspace

at the trivial equilibrium U = 0 is in fact independent of δ. To see this, note that any element in the

center eigenspace can be represented in the form∑
`∈I∗

(
A`E`,δ +B`F`,δ +A`E`,δ +B`F`,δ

)
,

where A`, B` are complex-valued functions and

E`,δ(y) =


1

ikx,`,δ
0

0

 ei`y, F`,δ(y) =


0

1

2ikx,`,δ
−2k2x,`,δ

 ei`y.

Here, kx,`,δ =
√

1− (k∗ + δ)2`2. A direct computation shows that for |δ| sufficiently small, the central

space

Xc,δ :={
∑
`∈I∗

(
A`E`,δ +B`F`,δ +A`E`,δ +B`F`,δ

)
|A`, B` ∈ C}

={
∑

`∈I∗,`>0

(R` cos(`y) + S` sin(`y)) |R`, S` ∈ R4}

is independent of the choice of δ.

Reduced system. In this paragraph we calculate the Taylor jet of the vector field of our reduced

system (2.6) up to order three. First of all, due to the estimate (2.7) and the fact that the nonlinearity

F is cubic, a direct computation leads to

dUc
dx

= A∗Uc + Pc
(
B(µ, δ)Uc + F(Uc)

)
+O(|µ|‖Uc‖3 + ‖Uc‖4). (2.8)

Secondly, substituting

Uc(x) =
∑
`∈I∗

(
A`(x)E` +B`(x)F` +A`(x)E` +B`(x)F`

)
into (2.8) lets us write the leading-order-term reduced system

dUc
dx

= A∗Uc + Pc
(
B(µ)Uc + F(Uc)

)
,

in terms of the basis (A`, B`), ` ∈ I∗ as follows,

A′` = ikx,`A` +B` − i
µ+ 2k2x,`(k

2
x,` − k2x,`,δ)

4k3x,`
a` +

k2x,` − k2x,`,δ
2k2x,`

b` +
i

4k3x,`
P`, (2.9)

B′` = ikx,`B` −
1

4k2x,`
µa` − i

k2x,` − k2x,`,δ
2kx,`

b` +
1

4k2x,`
P`,
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in which

a` = A` +A−`, b` = B` −B−`, for all ` ∈ I∗,

kx,`,δ =
√

1− (k∗ + δ)2`2, P`((A`, A`)`∈I∗) =
∑

`1+`2+`3=`,`1,`2,`3∈I∗

a`1a`2a`3 .

Symmetries. In the Swift-Hohenberg equation (1.3), there are three reflection symmetries

y 7→ −y, x 7→ −x, u 7→ −u,

which are preserved all the way from the system (2.1) to the reduced system (2.6). For simplicity,

we denote I+∗ = {0, 1, ..., `∗}. The reflections y 7→ −y and u 7→ −u induce symmetries in the reduced

system (2.6)

S1(A`, B`, A`, B`, A−`, B−`, A−`, B−`)T = (A−`, B−`, A−`, B−`, A`, B`, A`, B`)
T , for all ` ∈ I+∗ .

S2(A`, B`, A`, B`, A−`, B−`, A−`, B−`)T = −(A`, B`, A`, B`, A−`, B−`, A−`, B−`)
T , for all ` ∈ I+∗ .

The reflection x 7→ −x implies that the reduced vector field (2.6) anticommutes with

R(A`, B`, A`, B`, A−`, B−`, A−`, B−`)
T = (A−`,−B−`, A−`,−B−`, A`,−B`, A`,−B`)T , for all ` ∈ I+∗ .

Therefore, there are no even order Uc-terms in the reduced system (2.8), that is,

dUc
dx

= A∗Uc + Pc
(
B(µ, δ)Uc + F(Uc)

)
+O(|µ|‖Uc‖3 + ‖Uc‖5). (2.10)

Moreover, the invariance of the Swift-Hohenberg equation (1.3) under translations in y induces the

symmetry for all ` ∈ I+∗ ,

Tφ(A`, B`, A`, B`, A−`, B−`, A−`, B−`)
T =

(ei`φA`, e
i`φB`, e

−i`φA`, e
−i`φB`, e

−i`φA−`, e
−i`φB−`, e

i`φA−`, e
i`φB−`)

T .

Remark 2.3 For the case ` = 0, the formulas above are somewhat overly complicated since then, of

course, A` = A−`, etc. Still, the formulas hold true in this case as well.

2.3 Normal form transformations

In this section, a composition of linear and nonlinear transformations leads to a normal form of the

reduced system (2.10). We first simplify the linear terms in (2.9) and then simplify the cubic terms.

Versal linear transformation. Consider the linear part of the system (2.9), for ` ∈ I∗,

A′` = ikx,`A` +B` − i
µ+ 2k2x,`(k

2
x,` − k2x,`,δ)

4k3x,`
a` +

k2x,` − k2x,`,δ
2k2x,`

b` (2.11)

B′` = ikx,`B` −
1

4k2x,`
µa` − i

k2x,` − k2x,`,δ
2kx,`

b`.
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Lemma 2.4 For all ` ∈ I+∗ , there exist smooth linear maps L`(µ, δ) such that, for sufficiently small µ

and δ, the linear changes of variables,

(A`, B`, A`, B`, A−`, B−`, A−`, B−`)
T = L`(µ, δ)(C`, D`, C`, D`, C−`, D−`, C−`, D−`)

T (2.12)

transform the system (2.11) into the normal form

C ′` = i

√
1

2

(
k2x,`,δ +

√
k4x,`,δ − µ

)
C` +D` (2.13)

D′` = −1

2

(
k2x,`,δ −

√
k4x,`,δ − µ

)
C` + i

√
1

2

(
k2x,`,δ +

√
k4x,`,δ − µ

)
D`.

Moreover, we have the following properties for L`(µ, δ):

• L`(µ, δ) commutes with the symmetries S1,S2,R, and Tφ, φ ∈ R;

• L`(0, 0) = id and, we can choose

L`(0, δ) =



α1 iα3 0 0 0 0 α4 iα3

0 α2 0 0 0 0 0 α5

0 0 α1 −iα3 α4 −iα3 0 0

0 0 0 α2 0 α5 0 0

0 0 α4 iα3 α1 iα3 0 0

0 0 0 α5 0 α2 0 0

α4 −iα3 0 0 0 0 α1 −iα3

0 α5 0 0 0 0 0 α2


, (2.14)

where

α1 =
kx,`,δ + kx,`

2kx,`
, α2 =

kx,`,δ(kx,`,δ + kx,`)

2k2x,`
, α3 =

k2x,`,δ − k2x,`
2k3x,`

,

α4 = −
kx,`,δ − kx,`

kx,`
, α5 =

kx,`,δ(kx,`,δ − kx,`)
2k2x,`

.

Proof. We will apply Theorem 4.4 in [1] to simplify the linear part. To do that, we rewrite the

systems (2.11) and (2.13) separately as follows. For all ` ∈ I+∗ ,

d

dx
(A`, B`, A`, B`, A−`, B−`, A−`, B−`)

T = M`(µ, δ)(A`, B`, A`, B`, A−`, B−`, A−`, B−`)
T ,

d

dx
(C`, D`, C`, D`, C−`, D−`, C−`, D−`)

T = N`(µ, δ)(C`, D`, C`, D`, C−`, D−`, C−`, D−`)
T .

By the symmetries of these matrices, we conclude that M`(µ, δ), N`(µ, δ) ∈M, where

M := {M ∈ M8×8|MSj = SjM,MR = −RM,MTφ = TφM, for all j = 1, 2, and φ ∈ R}.

10



Now the key part is to find a versal deformation of M`(0, 0) in M. On one hand, we note that

M`(0, 0) =



ikx,` 1 0 0 0 0 0 0

0 ikx,` 0 0 0 0 0 0

0 0 −ikx,` 1 0 0 0 0

0 0 0 −ikx,` 0 0 0 0

0 0 0 0 ikx,` 1 0 0

0 0 0 0 0 ikx,` 0 0

0 0 0 0 0 0 −ikx,` 1

0 0 0 0 0 0 0 −ikx,`


is already in its Jordan form. The commutator of M∗` (0, 0) in M consists of matrices of the general

form

Ñ =



iγ1 0 0 0 0 0 0 0

γ2 iγ1 0 0 0 0 0 0

0 0 −iγ1 0 0 0 0 0

0 0 γ2 −iγ1 0 0 0 0

0 0 0 0 iγ1 0 0 0

0 0 0 0 γ2 iγ1 0 0

0 0 0 0 0 0 −iγ1 0

0 0 0 0 0 0 γ2 −iγ1


,

where γ1\2 ∈ R. Therefore, M`(0, 0) + Ñ(γ1, γ2) is a versal deformation of M`(0, 0). Moreover, by

Theorem 4.4 in [1], there exists a smooth deformation of the identity matrix, denoted as L`(µ, δ) and

two smooth functions γ1\2(µ, δ) such that, for sufficiently small µ and δ,

M`(µ, δ) = L`(µ, δ)
(
M`(0, 0) + Ñ(γ1(µ, δ), γ2(µ, δ))

)
L−1` (µ, δ).

From the original system, it is straightforward to see that the characteristic polynomial P (λ) of M`(µ, δ)

is

P (λ) =
(
µ− (1 + λ2 − (k∗ + δ)2`2)2

)2
,

On the other hand,

P (λ) = det(λ−M`(0, 0)− Ñ) =
((
λ2 + (kx,` + γ1)

2
)2 − 2γ2

(
λ2 − (kx,` + γ1)

2
)

+ γ22

)2
.

Comparing the coefficients of the above two polynomials, we have

γ1 + kx,` =

√
1

2

(
k2x,`,δ +

√
k4x,`,δ − µ

)
,

γ2 = −1

2

(
k2x,`,δ −

√
k4x,`,δ − µ

)
.

Moreover, N`(µ, δ) = M`(0, 0) + Ñ(γ1(µ, δ), γ2(µ, δ)). As for the choice of L`(0, δ), we just note

that M`(0, δ) and N`(0, δ) are the linear systems separately under two sets of bases {E`, F`}`∈I∗ and

{E`,δ, F`,δ}`∈I∗ . Thus, L`(0, δ) is chosen naturally as the corresponding transition matrix.

11



Based on Lemma 2.4, our reduced system (2.9)–(2.10) has the following expression. For all ` ∈ I∗,

C ′` = i

√
1

2

(
k2x,`,δ +

√
k4x,`,δ − µ

)
C` +D` +

i

4k3x,`,δ
P`, (2.15)

D′` = −1

2

(
k2x,`,δ −

√
k4x,`,δ − µ

)
C` + i

√
1

2

(
k2x,`,δ +

√
k4x,`,δ − µ

)
D` +

1

4k2x,`,δ
P`,

with higher order terms in the form

O(|µ|(
∑
`∈I∗

|C`|+ |D`|)3 + (
∑
`∈I∗

|C`|+ |D`|)5).

Cubic transformation. Now we consider the leading order of system (2.15) for µ = 0 and ` ∈ I∗,

A′` = ikx,`,δA` +B` +
i

4k3x,`,δ
P`, (2.16)

B′` = ikx,`,δB` +
1

4k2x,`,δ
P`.

In order to find a normal form of (2.16), we first prove the following lemma.

Lemma 2.5 For zi ∈ C, |zi| = 1, i = 1, 2, 3, 4, we have z1 + z2 + z3 + z4 = 0 if and only if z1 = −z2
and z3 = −z4, possibly after permuting the indices.

Proof. The lemma is a formulation of the somewhat folklore fact that the only equilateral quadri-

lateral is the rhombus. In fact, the “if” part is clear. To prove the “only if” part, we interpret the

zj as vectors, so that the equation z1 + z2 + z3 + z4 = 0 corresponds to the fact that the vectors

form a quadrilateral when attached at endpoints. Now intersecting the quadrilateral with a diagonal,

we obtain two congruent triangles since sides have equal lengths. This implies that the equilateral

quadrilateral is a parallelogram and thus a rhombus.

Lemma 2.6 For all ` ∈ I∗, there exist smooth families of homogeneous polynomials {Φ`(δ),Ψ`(δ)}`∈I∗
of degree 3 in the complex variables (Cκ, Dκ, Cκ, Dκ)κ∈I∗, such that the change of variables

A` = C` + Φ`(δ)((Cκ, Dκ, Cκ, Dκ)κ∈I∗), (2.17)

B` = D` + Ψ`(δ)((Cκ, Dκ, Cκ, Dκ)κ∈I∗),

is well-defined in a neighborhood of the origin and transforms the system (2.16) into the normal form

C ′` = ikx,`,δC` +D` +O((
∑
κ∈I∗

|Cκ|+ |Dκ|)5) (2.18)

D′` = ikx,`,δD` +
3

4k2x,`,δ
C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2) +
3i

4k3x,`,δ
D`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

+
3i

4k3x,`,δ
C`

(
−(C`D` + C`D`) + 2

∑
κ∈I∗

(CκDκ + CκDκ)

)
+O((

∑
κ∈I∗

|Cκ|+ |Dκ|)5)
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Proof.

Denote the cubic terms in the right hand sides of the systems (2.16) and (2.18) by (F`, G`)`∈I∗ and

(0, N`)`∈I∗ , respectively. Following the proof of the normal form theorem (see for instance [4, §3]),

substituting (2.17) into (2.16), and taking into account (2.18) at order 3 in the resulting equalities we

find that the polynomials {Φ`,Ψ`}`∈I∗ satisfy the equations, for all ` ∈ I∗,

(D − ikx,`,δ)Φ` = Ψ` + F`, (D − ikx,`,δ)Ψ` = G` −N`, (2.19)

in which

D =
∑
`∈I∗

(
(ikx,`,δC` +D`)

∂

∂C`
+ ikx,`,δD`

∂

∂D`
+ (−ikx,`,δC` +D`)

∂

∂C`
+ (−ikx,`,δD`)

∂

∂D`

)
.

The polynomials Φ`,Ψ` exist provided the right hand sides in the equations (2.19) belong to the range

of D − ikx,`,δ.

We have

F` =
i

4k3x,`,δ
P`, G` =

1

4k2x,`,δ
P`,

with

P`((C`, C`)`∈I∗) =
∑

`1+`2+`3=`,
`1,`2,`3∈I∗

c`1c`2c`3 , c` = C` + C−`, c` = c−`, for all ` ∈ I∗.

In order to see which monomials in P` are in the range of D − ikx,`, we first notice that

c`1c`2c`3 = (C`1 + C−`1)(C`2 + C−`2)(C`3 + C−`3)

= C`1C`2C`3 + (C`1C`2C−`3 + C`1C−`2C`3 + C−`1C`2C`3)

+(C`1C−`2C−`3 + C−`1C−`2C`3 + C−`1C`2C−`3) + C−`1C−`2C−`3 ,

which indicates that we have essentially only 4 types of monomials regardless of permutations

C`1C`2C`3 , C`1C`2C−`3 , C`1C−`2C−`3 , C−`1C−`2C−`3 .

We discuss all possibly cases, next.

• Monomials of type “C`1C`2C`3” are in the range of D − ikx,`. First, we notice that

(D − ikx,`,δ)C`1C`2C`3 = i(kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ)C`1C`2C`3
+D`1C`2C`3 + C`1D`2C`3 + C`1C`2D`3 ,

(D − ikx,`,δ)D`1C`2C`3 = i(kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ)D`1C`2C`3

+D`1D`2C`3 +D`1C`2D`3 ,

(D − ikx,`,δ)C`1D`2C`3 = i(kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ)C`1D`2C`3

+D`1D`2C`3 + C`1D`2D`3 ,

(D − ikx,`,δ)C`1C`2D`3 = i(kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ)C`1C`2D`3

+D`1C`2D`3 + C`1D`2D`3 ,
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(D − ikx,`,δ)D`1D`2C`3 = i(kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ)D`1D`2C`3

+D`1D`2D`3 ,

(D − ikx,`,δ)D`1C`2D`3 = i(kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ)D`1C`2D`3 +D`1D`2D`3 ,

(D − ikx,`,δ)C`1D`2D`3 = i(kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ)C`1D`2D`3 +D`1D`2D`3 ,

(D − ikx,`,δ)D`1D`2D`3 = i(kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ)D`1D`2D`3 .

Moreover, according to lemma 2.5 and the fact that
|kx,`j ,δ + i(k∗ + δ)`j | = 1, j = 1, 2, 3

|kx,`,δ + i(k∗ + δ)`| = 1

`1 + `2 + `3 − ` = 0

kx,`,δ, kx,`j ,δ > 0, j = 1, 2, 3,

we conclude

kx,`1,δ + kx,`2,δ + kx,`3,δ − kx,`,δ 6= 0.

As a result, monomials of type “C`1C`2C`3” are in the range of D − ikx,`,δ.

• Monomials of types “C`1C−`2C−`3” and “C−`1C−`2C−`3” are also in the range of D − ikx,`. The

proof is similar to the above case, essentially due to the fact that

kx,`1,δ − kx,`2,δ − kx,`3,δ − kx,`,δ 6= 0, −kx,`1,δ − kx,`2,δ − kx,`3,δ − kx,`,δ 6= 0.

• Monomials of type “C`1C`2C−`3” are not in the range of D − ikx,`,δ precisely when{
`1 = `

`2 = −`3
or

{
`1 = −`3
`2 = `.

The proof again is similar to the first case but now relies on Lemma 2.5, which implies{
`1 + `2 + `3 − ` = 0

kx,`1,δ + kx,`2,δ − kx,`3,δ − kx,`,δ = 0
iff

{
`1 = `

`2 = −`3
or

{
`1 = −`3
`2 = `.

Consequently, upon choosing

Ψ` = − 3i

4k3x,`,δ
C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2) + Ψ̃`, (2.20)

with Ψ̃` any element of the range of D−ikx,`,δ, the polynomial Ψ`+F` belongs to the range of D−ikx,`,δ,

so that there exists Φ` satisfying the first equality in (2.19). Substituting (2.20) into the second equation

in (2.19) we find

(D − ikx,`,δ)Ψ̃` =
3i

4k3x,`,δ
(D − ikx,`)

(
C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

)
+G` −N`.
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Taking

N` =
3i

4k3x,`,δ
(D − ikx,`)

(
C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

)
+

3

4k2x,`,δ
C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2),

we find the equation

(D − ikx,`,δ)Ψ̃` =
1

4k2x,`,δ

(
P ((C`, C`)κ∈I∗)− 3C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

)
,

with right hand side belonging to the range of D− ikx,`,δ. Consequently, Ψ̃` exists, and it is not difficult

to see that it also belongs to the range of D − ikx,`,δ.

Normal form of the reduced system. We apply the change of variables to the reduced system

(2.10) and obtain the normal form to leading order as follows,

C ′` = i

√
1

2
(k2x,`,δ +

√
k4x,`,δ − µ)C` +D` (2.21)

D′` = −1

2
(k2x,`,δ −

√
k4x,`,δ − µ)C` + i

√
1

2
(k2x,`,δ +

√
k4x,`,δ − µ)D`

+
3

4k2x,`,δ
C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

+
3i

4k3x,`,δ
D`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

+
3i

4k3x,`,δ
C`

(
−(C`D` + C`D`) + 2

∑
κ∈I∗

(CκDκ + CκDκ)

)
The higher order terms in this normal form are of order

|µ|(
∑
κ∈I∗

(|Cκ|+ |Dκ|))3 + (
∑
κ∈I∗

(|Cκ|+ |Dκ|))5.

2.4 Existence of heteroclinic orbits

We next pass to a corotating frame with respect to the normal form symmetry, at leading order,

C`(x) = exp(ik̃`,δ,µx)C̃`, D`(x) = exp(ik̃`,δ,µx)D̃`, ` ∈ I∗,

where k̃`,µ,δ =

√
1
2(k2x,`,δ +

√
k4x,`,δ − µ). We can now scale the equation, explicitly exhibiting leading-

order terms:

x̂ = |µ|1/2x, C̃` = |µ|1/2Ĉ`, D̃` = |µ|D̂`, ` ∈ I∗,

yields the new system, for ` ∈ I∗,

C ′` = D` +O(|µ|1/2) (2.22)

D′` = − 1

4k2x,`,δ
C`

(
sign(µ)− 3(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

)
+O(|µ|1/2),
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in which we have dropped the hats. Taking µ > 0, we can rewrite this as a second-order equation, for

` ∈ I∗,

C ′′` = − 1

4k2x,`,δ
C` +

3

4k2x,`,δ
C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2) +O(µ1/2). (2.23)

We will proceed and find grain boundaries to leading order as heteroclinic solutions to (2.23). Note

that this equation is non-autonomous at higher order, with non-autonomous terms induced by the

corotating frame to terms that are not in normal form. Our approach therfore is based on three

steps. We first identify asymptotic solutions exactly. In fact, (2.23) possesses a heteroclinic orbit

connecting equilibria at leading order. These equilibria continue to periodic orbits at all orders since

they correspond to rotated roll solutions. We will make this precise in the next paragraph. We will then

identify the heteroclinic orbits at leading order and study the linearization at those. In the last step, we

carry out perturbation theory by decomposing perturbations into “exactly” known terms at infinity,

namely some representative of the family of roll solutions, and an unknown exponentially localized

perturbation. Persistence then will follow from the implicit function theorem.

Rotated rolls. The Swift-Hohenberg equation (1.1) possesses roll solutions

uµ,κ(x) =
√

4(µ− κ2)/3 cos(
√

1 + κx) +O(|µ− κ2|3/2), (2.24)

for small µ ∈ (0, µ0] and κ2 < µ (see for instance [9]). By isotropy of the equation, we obtain a family

of rotated rolls,

uµ,δ,ε,`(x, y) =
1√
3
µ

1
2 (1− 4k2x,`,δε

2)
1
2

(
ei(k̃`,µ,δ+εµ

1/2)x ei(k∗+δ)`y (2.25)

+e−i(k̃`,µ,δ+εµ
1/2)x e−i(k∗+δ)`y

)
+O(µ3/2 + εµ),

where we set

κ = (k̃`,µ,δ + εµ1/2)2 − k2x,`,δ, `x =
k̃`,µ,δ + εµ1/2√

1 + κ
, `y =

(k∗ + δ)`√
1 + κ

, ` ∈ I∗,

so that `2x + `2y = 1.

These roll solutions correspond to solutions on the center manifold, which one readily finds in the form

Pµ,δ,ε,`(x) =

(
0, ...,

1√
3

(1− 4k2x,`,δε
2)1/2eiεx, ..., 0

)
+O(µ1/2). (2.26)

Here, the nonzero term is at the `-th position in a 2`∗ + 1-dimensional vector with position ordering

−`∗, ..., `∗ from left to right. Notice that these periodic orbits are not reversible. In particular, the

reversibility symmetry R generates a second family of periodic orbits

Qµ,δ,ε,`(x) = (RPµ,δ,ε,`)(−x) =

(
0, ...,

1√
3

(1− 4k2x,`,δε
2)1/2eiεx, ..., 0

)
+O(µ1/2),

which corresponds to the reflected rolls uµ,δ,ε,`(−x, y) and the nonzero term is now at the (−`)-th
position.
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Heteroclinic orbit of the leading order system. We set µ = δ = 0 in (2.23). A priori, one can

look for a large variety of heteroclinic solutions in this high-dimensional system of ODEs. Note that

setting any of the modes C` = 0 provides us with invariant subspaces, so that we could in principal

choose any two modes, C`1 and C`2 , set C` ≡ 0 for ` 6∈ {`1, `2}, and attempt to find heteroclinic orbits

connecting Pµ,δ,ε,`1 and Qµ,δ,ε,`2 . We focus on `1 = −`2 = 1, here, which gives the simplest possible

grain boundaries. In fact, requiring reflection symmetry imposes `1 = −`2. Grain boundaries with

`1 > 1 correspond to patterns where multiple rolls fit inside the fixed-width strip in the y-direction,

and can be found by changing k∗ 7→ `1k∗ and subsequently considering `1 = 1. From now on, we

therefore just consider Pµ,δ,ε,1 and Qµ,δ,ε,1.

We can then set C` = 0 for |`| 6= 1 and find

C ′′1 = − 1

4k2x,1
C1 +

3

4k2x,1
C1(|C1|2 + 2|C−1|2) (2.27)

C ′′−1 = − 1

4k2x,1
C−1 +

3

4k2x,1
C−1(2|C1|2 + |C−1|2).

According to [11] this system possesses a real, reversible heteroclinic orbit (C∗+, C
∗
−) with the following

properties:

(i) limx→∞(C∗+(x), C∗−(x)) = (1/
√

3, 0) and limx→−∞(C∗+(x), C∗−(x)) = (0, 1/
√

3);

(ii) C∗+(x) > 0 and C∗−(x) > 0, for all x ∈ R;

(iii) C∗+(x) = C∗−(−x), for all x ∈ R;

(iv) C∗+(x) = C∗−(x) if and only if x = 0;

(v) C∗2+ (x) + C∗2− (x) 6 1/3 and C∗+(x) + C∗−(x) > 1/
√

3, for all x ∈ R.

Next, we study the linearization at this heteroclinic, which is

L∗



C−`∗
...

C−2
C−1
C0

C1

C2

...

C`∗


=



C ′′−`∗ + 1
4k2x,−`∗

C−`∗ − 3
2k2x,−`∗

(C∗2+ + C∗2− )C−`∗

...

C ′′−2 + 1
4k2x,−2

C−2 − 3
2k2x,−2

(C∗2+ + C∗2− )C−2

C ′′−1 + 1
4k2x,1

C−1 − 3
4k2x,1

(
2(C∗2+ + C∗2− )C−1 + C∗2− C−1 + 2C∗+C

∗
−(C1 + C1)

)
C ′′0 + 1

4k2x,0
C` − 3

2k2x,0
(C∗2+ + C∗2− )C0

C ′′1 + 1
4k2x,1

C1 − 3
4k2x,1

(
2(C∗2+ + C∗2− )C1 + C∗2+ C1 + 2C∗+C

∗
−(C−1 + C−1)

)
C ′′2 + 1

4k2x,2
C2 − 3

2k2x,2
(C∗2+ + C∗2− )C2

...

C ′′`∗ + 1
4k2x,`∗

C`∗ − 3
2k2x,`∗

(C∗2+ + C∗2− )C`∗



.

We will see that L∗ : Yrη → X rη is Fredholm, where

X rη = {(C`, C`)`∈I∗ ∈ Xη ; C`(x) = C−`(−x), x ∈ R, ` ∈ I∗},

Xη = {(C`, C`)`∈I∗ ∈ (L2
η)

4`+2}, L2
η = {f : R→ C ;

∫
R

e2η|x||f(x)|2 <∞},
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Yη = {(C`, C`)`∈I∗ ∈ (H2
η )4`+2}, H2

η = {f : R→ C ; f, f ′, f ′′ ∈ L2
η},

and Yrη = X rη ∩ Yη.

Lemma 2.7 Assume η > 0 is sufficiently small. Then the operator L∗ : Yrη → X rη is Fredholm with

trivial kernel and one-dimensional co-kernel, spanned by

(0, ..., 0,−iC∗−, 0, iC
∗
+, 0, ..., 0; 0, ..., 0, iC∗−, 0,−iC∗+, 0, ..., 0).

Proof. Since C∗± is real, the linearization is diagonal after separating real and imaginary parts,

Cκ = Uκ + iVκ, κ ∈ I∗, with diagonal entries

M`

(
U`
V`

)
=

 U ′′` + 1
4k2x,`

U` − 3
2k2x,`

(C∗2+ + C∗2− )U`

V ′′` + 1
4k2x,`

V` − 3
2k2x,`

(C∗2+ + C∗2− )V`

 , for all ` ∈ I∗ \ {±1}

Mr

(
U1

U−1

)
=

 U ′′1 + 1
4k2x,1

U1 − 3
4k2x,1

(
(3C∗2+ + 2C∗2− )U1 + 4C∗+C

∗
−U−1

)
U ′′−1 + 1

4k2x,1
U−1 − 3

4k2x,1

(
(2C∗2+ + 3C∗2− )U−1 + 4C∗+C

∗
−U1

)
 ,

Mi

(
V1
V−1

)
=

 V ′′1 + 1
4k2x,1

V1 − 3
4k2x,1

(C∗2+ + 2C∗2− )V1

V ′′−1 + 1
4k2x,1

V−1 − 3
4k2x,1

(2C∗2+ + C∗2− )V−1

 .

We can now follow [6] to conclude that all M` are invertible, Mi is invertible, and Mr is Fredholm

of index -1. In fact, Mr,i coincide with the operators considered there, and we therefore also get an

explicit description of the cokernel. This proves the lemma.

Persistence of the heteroclinic orbit. We are now ready to prove our main persistence result.

Theorem 2 Assume that 1/k∗ 6∈ Z. Then for all µ > 0 small and small angle variations δ, there

exists a smooth wavenumber correction ε = ε(
√
µ, δ), ε(0, 0) = 0, such that the system (2.23) possesses

a heteroclinic orbit Cµ,δ connecting the periodic orbit Pµ,δ,ε,1 to Qµ,δ,ε,1.

Proof. We outline the proof which essentially follows the strategy in [5, 6]. We substitute into (2.23)

together with its conjugate the ansatz

C(x) = eiεxC∗(x) + χ(x)P̃µ,δ,ε,1(x) +
(
R(χP̃µ,δ,ε,1)

)
(−x) + V(x), (2.28)

in which heteroclinic orbit and correction to the periodic orbit are given as

C∗ = (0, ..., 0, C∗−, 0, C
∗
+, 0, ..., 0), P̃µ,δ,ε,1 = Pµ,δ,ε,1 −

(
0, ..., 0, 0, 0,

1√
3
, 0, ..., 0

)
eiεx,

χ : R→ [0, 1] is a smooth cut-off function with

χ(x) = 1, if x >M, χ(x) = 0, if x 6 m, χ(x) + χ(−x) ≡ 1,

for some positive constants m < M , and (V,V) ∈ Yrη . The substitution then leads to a nonlinear

equation of the form

T (V,V, ε, µ1/2, δ) = 0.
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In fact, T is smooth on the weighted spaces Yrη (here we use the particular form of the ansatz) and we

have

T (0, 0, 0, 0, 0) = F(C∗,C∗, 0, 0) = 0, DV,VT (0, 0, 0, 0, 0) = L∗

and

DεT (0, 0, 0, 0, 0) = L∗

(
ixC∗

−ixC∗

)
=

(
2iC∗′

−2iC∗′

)
.

Using the explicit form of the co-kernel, we find that the linearization with respect to V, V and ε,

jointly, is invertible, so that we can use the implicit function theorem to conclude persistence as stated

in the theorem.

The result in Theorem 1 is an immediate consequence of Theorem 2. Since ε = O(µ1/2 + |δ|), we

find that the angle of the selected grain boundary is α +O(µ + |δ|), and that the wavenumber of the

asymptotic rolls is kx = kx,1 + O(µ + µ1/2|δ|). As a result, to leading order in µ and δ, the constant

wavenumber k has the expansion k =
√
k2x + (k∗ + δ)2 = 1 +O(µ+µ1/2|δ|), which, combined with the

compactness of the interval [εϕ, π − εϕ] for fixed εϕ ∈ (0, π), shows that Theorem 1 is true.

3 Grain boundaries for resonant angles 1/k∗ ∈ Z

In this section, we treat the resonant case; that is, the wavenumber k = k∗ satisfies the condition that

1

k∗
∈ Z+ \ {1}. (3.1)

Recall that this condition guarantees that rolls with angles ϕ = 0,± arcsin(k∗), ...,± arcsin(1− k∗),±π
2

are compatible with the periodic boundary conditions in y. The basic idea follows the resonant case

with some major differences that we will emphasize throughout, sometimes relegating the reader to

Section 2 for aspects that are similar to the non-resonant case.

We start with the general center-manifold reduction and linear analysis in Section 3.1, calculate the

normal form in Section 3.2, and prove persistence of heteroclinics in Section 3.3.

3.1 Center manifold reduction

Central space. We first recall the system (2.2)

dU

dx
= A∗U + B(µ, δ)U + F(U).

Taking into account the restriction (3.1) we have

σ(A∗) ∩ iR = {±ik`,x|` = 0,±1, ...± `∗}, kx,` =
√

1− (k∗`)2 and `∗ =
1

k∗
. (3.2)

For simplicity, we denote Ĩ∗ = {0,±1, ... ± (`∗ − 1)} and J∗ = {±`∗}. For every ` ∈ Ĩ∗, we define the

generalized eigenspaces exactly as those in the nonresonant case.
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For  ∈ J , the eigenvalue 0 is geometrically double and algebraically octuple. The generalized eigenspace

associated with 0 is spanned by

E±`∗(y) =


1

0

0

0

 e±i`∗y, F±`∗,1(y) =


0

1

0

0

 e±i`∗y, F±`∗,2(y) =


0

0

1

0

 e±i`∗y, F±`∗,3(y) =


0

0

0

1

 e±i`∗y,

which satisfy

A∗E±`∗ = 0, A∗F±`∗,1 = E±`∗ , A∗F±`∗,2 = F±`∗,1, A∗F±`∗,3 = F±`∗,2.

The central space Xc of the operator A∗ is 4(2`∗ + 1)-dimensional and spanned by the vectors

{E`, F`, E`, F`|` ∈ Ĩ∗}
⋃
{E±`∗ , F±`∗,j |j = 1, 2, 3}.

Moreover, the spectral projection Pc : X → Xc is given by

PcU =
∑
`∈Ĩ∗

(
〈U,Ead

` 〉E` + 〈U,F ad
` 〉F` + 〈U,Ead

` 〉E` + 〈U,F ad
` 〉F`

)
+

1

2π

∑
=±`∗

(〈U,E〉E + 〈U,F,1〉F,1 + 〈U,F,2〉F,2 + 〈U,F,3〉F,3) ,

where {Ead
` , F

ad
` }`∈Ĩ∗ is defined exactly as those in the nonresonant case.

Reduction to a center manifold and reduced system. We reduce to a center manifold and

expand the reduced system. A direct computation confirms that we have the same Taylor expansion

as in the previous case

dUc
dx

= A∗Uc + Pc
(
B(µ, δ)Uc + F(Uc)

)
+O(|µ|‖Uc‖3 + ‖Uc‖4). (3.3)

Next, using the basis of Xc constructed above we set

Uc(x) =
∑
`∈Ĩ∗

(
A`(x)E` +B`(x)F` +A`(x)E` +B`(x)F`

)
+

∑
=±`∗

(A(x)E +B,1F,1 +B,2F,2 +B,3F,3) ,

whereA`, B`, A±`∗ , B±`∗,1, B±`∗,2, B±`∗,3, ` ∈ Ĩ∗, are complex-valued functions andA−`∗ = A`∗ , B−`∗,j =

B`∗,j , j = 1, 2, 3. A straightforward but lengthy calculation gives the leading order terms in the reduced

system
dUc
dx

= A∗Uc + Pc
(
B(µ, δ)Uc + F(Uc)

)
,
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expressed in the basis {A`, B`, A`∗ , B`∗,1, B`∗,2, B`∗,3|` ∈ Ĩ∗} of the center eigenspace,

A′` = ikx,`A` +B` − i
µ+ 2k2x,`(k

2
x,` − k2x,`,δ)

4k3x,`
a` +

k2x,` − k2x,`,δ
2k2x,`

b` +
i

4k3x,`
P` (3.4)

B′` = ikx,`B` −
1

4k2x,`
µa` − i

k2x,` − k2x,`,δ
2kx,`

b` +
1

4k2x,`
P`

A′`∗ = B`∗,1

B′`∗,1 = −k2x,`∗,δA`∗ +B`∗,2

B′`∗,2 = B`∗,3

B′`∗,2 = µA`∗ − k2x,`∗,δB`∗,2 − P`∗

in which

k2x,`∗,δ = 1− (k∗ + δ)2`2∗, P`((A`, A`)`∈I∗) =
∑

`1+`2+`3=`,
`1,`2,`3∈I∗

a`1a`2a`3 , for all ` ∈ I∗,

where

kx,`∗,δ =

{√
1− (k∗ + δ)2`2∗, δ 6 0

−i
√

(k∗ + δ)2`2∗ − 1, δ > 0,
a` =


A` +A−`, ` ∈ Ĩ∗
A`∗ , ` = `∗

A−`∗ , ` = −`∗.

Note that here |δ| is sufficiently small and kx,`∗,δ is not smooth with respect to δ while k2x,`∗,δ is.

Symmetries. The three reflection symmetries in the Swift-Hohenberg equation

y 7→ −y, x 7→ −x, u 7→ −u.

are inherited through the center manifold reduction, that is, the reduced system (3.3) inherits the

induced symmetries. While the symmetries with respect to the (A`, B`, A`, B`)`∈Ĩ∗ are the same as

those in the nonresonant case, we have to take care of the other part here as follows. The reflection

y 7→ −y, u 7→ −u and the invariance of the Swift-Hohenberg equation (1.3) under translations in y

imply symmetries in the reduced system (3.3) that

S1(A`∗ , B`∗,1, B`∗,2, B`∗,3, A−`∗ , B−`∗,1, B−`∗,2, B−`∗,3)T

= (A−`∗ , B−`∗,1, B−`∗,2, B−`∗,3, A`∗ , B`∗,1, B`∗,2, B`∗,3)
T ,

S2(A`∗ , B`∗,1, B`∗,2, B`∗,3, A−`∗ , B−`∗,1, B−`∗,2, B−`∗,3)T

= −(A`∗ , B`∗,1, B`∗,2, B`∗,3, A−`∗ , B−`∗,1, B−`∗,2, B−`∗,3)
T ,

Tφ(A`∗ , B`∗,1, B`∗,2, B`∗,3, A−`∗ , B−`∗,1, B−`∗,2, B−`∗,3)
T

= (ei`∗φA`∗ , e
i`∗φB`∗,1, e

i`∗φB`∗,2, e
i`∗φB`∗,3, e

−i`∗φA−`∗ , e
−i`∗φB−`∗,1, e

−i`∗φB−`∗,2, e
−i`∗φB−`∗,3)

T .

The reflection x 7→ −x implies that the vector field of the reduced system anticommutes with

R(A`∗ , B`∗,1, B`∗,2, B`∗,3, A−`∗ , B−`∗,1, B−`∗,2, B−`∗,3)
T

= (A`∗ ,−B`∗,1, B`∗,2,−B`∗,3, A−`∗ ,−B−`∗,1, B−`∗,2,−B−`∗,3)T .
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As a consequence, the higher order terms in the reduced system (3.3) are such that

dUc
dx

= A∗Uc + Pc
(
B(µ, δ)Uc + F(Uc)

)
+O(|µ|‖Uc‖3 + ‖Uc‖5). (3.5)

3.2 Normal form transformations

Just as in Section 2.3, to arrive at a normal form for (3.5), we sequentially simplifying the linear terms

and the cubic terms.

Linear versal transformation. Consider the linear part of the system (3.4), for ` ∈ Ĩ∗,

A′` = ikx,`A` +B` − i
µ+ 2k2x,`(k

2
x,` − k2x,`,δ)

4k3x,`
a` +

k2x,` − k2x,`,δ
2k2x,`

b` (3.6)

B′` = ikx,`B` −
1

4k2x,`
µa` − i

k2x,` − k2x,`,δ
2kx,`

b`

A′`∗ = B`∗,1

B′`∗,1 = −k2x,`∗,δA`∗ +B`∗,2

B′`∗,2 = B`∗,3

B′`∗,2 = µA`∗ − k2x,`∗,δB`∗,2 − P`∗

We derive the linear normal form for the non-resonant modes (A`, B`, A`, B`)`∈Ĩ∗ just like in the non-

resonant case, Lemma 2.4. For (A, B,1, B,2, B,3)=±`∗ , we have the following unfolding.

Lemma 3.1 There exist linear maps L`∗(µ, δ) such that, for sufficiently small µ and δ, the linear

change of variables

(A`∗ , B`∗,1, B`∗,2, B`∗,3, A−`∗ , B−`∗,1, B−`∗,2, B−`∗,3)
T (3.7)

= L`∗(µ, δ)(C`∗ , D`∗,1, C`∗,2, D`∗,3, C−`∗ , D−`∗,1, C−`∗,2, D−`∗,3)
T

transforms the corresponding part of system (3.6) together with its complex conjugate into the normal

form

C ′ = D,1 (3.8)

D′,1 = D,2

D′,2 = D,3

D′,3 = (µ− k4x,`∗,δ)C − 2k2x,`∗,δD,2,
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where  = ±`∗. Moreover, we can choose L`(µ, δ) as

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

k2x,`∗,δ 0 1 0 0 0 0 0

0 k2x,`∗,δ 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 k2x,`∗,δ 0 1 0

0 0 0 0 0 k2x,`∗,δ 0 1


. (3.9)

Proof. We proceed as in the proof of Lemma 3.2. The versal transformation we use here is just the

Sylvester family (see [1] for details). To obtain L`∗(µ, δ) as claimed, just note the fact that L`∗(µ, δ)

commutes with S1, S2, R and Tφ for all φ ∈ R.

Based on Lemma 3.1, our reduced system (3.4,3.5) has the following expression. For all ` ∈ Ĩ∗,

C ′` = i

√
1

2
(k2x,`,δ +

√
k4x,`,δ − µ)C` +D` +

i

4k3x,`,δ
P`, (3.10)

D′` = −1

2
(k2x,`,δ −

√
k4x,`,δ − µ)C` + i

√
1

2
(k2x,`,δ +

√
k4x,`,δ − µ)D` +

1

4k2x,`,δ
P`,

C ′`∗ = D`∗,1

D′`∗,1 = D`∗,2

D′`∗,2 = D`∗,3

D′`∗,3 = (µ− k4x,`∗,δ)C`∗ − 2k2x,`∗,δD`∗,2 − P`∗ .

with higher order terms in the form

O(|µ|(
∑
κ∈Ĩ∗

|Cκ|+ |Dκ|+
∑
ζ=±`∗

|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|)3

+(
∑
κ∈Ĩ∗

|Cκ|+ |Dκ|+
∑
ζ=±`∗

|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|)5).

Cubic transformation. Taking µ = δ = 0, we obtain the leading order of system (2.9),

A′` = ikx,`A` +B` +
i

4k3x,`
P`, (3.11)

B′` = ikx,`B` +
1

4k2x,`
P`

A′`∗ = B`∗,1

B′`∗,1 = B`∗,2

B′`∗,2 = B`∗,3

B′`∗,2 = −P`∗ .
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Lemma 3.2 There exist homogeneous polynomials {Φ`,Ψ`,Φ`∗ ,Ψ`∗,1,Ψ`∗,2,Ψ`∗,3|` ∈ Ĩ∗} of degree 3

in the complex variables (Cκ, Dκ, Cκ, Dκ)κ∈I∗ and (Cζ , Dζ,1, Dζ,2, Dζ,3)ζ=±`∗, such that the change of

variables, for all ` ∈ Ĩ∗,

A` = C` + Φ`((Cκ, Dκ, Cκ, Dκ)
κ∈Ĩ∗ , (Cζ , Dζ,1, Dζ,2, Dζ,3)ζ=±`∗), (3.12)

B` = D` + Ψ`((Cκ, Dκ, Cκ, Dκ)
κ∈Ĩ∗ , (Cζ , Dζ,1, Dζ,2, Dζ,3)ζ=±`∗),

A`∗ = C`∗ + Φ`∗((Cκ, Dκ, Cκ, Dκ)
κ∈Ĩ∗ , (Cζ , Dζ,1, Dζ,2, Dζ,3)ζ=±`∗),

B`∗,1 = D`∗,1 + Ψ`∗,1((Cκ, Dκ, Cκ, Dκ)
κ∈Ĩ∗ , (Cζ , Dζ,1, Dζ,2, Dζ,3)ζ=±`∗),

B`∗,2 = D`∗,2 + Ψ`∗,2((Cκ, Dκ, Cκ, Dκ)
κ∈Ĩ∗ , (Cζ , Dζ,1, Dζ,2, Dζ,3)ζ=±`∗),

B`∗,3 = D`∗,3 + Ψ`∗,3((Cκ, Dκ, Cκ, Dκ)
κ∈Ĩ∗ , (Cζ , Dζ,1, Dζ,2, Dζ,3)ζ=±`∗),

is well-defined in a neighborhood of the origin and transforms the system (2.16) into the normal form

with ` ∈ Ĩ∗,

C ′` = ikx,`C` +D` +O((
∑
κ∈Ĩ∗

|Cκ|+ |Dκ|+
∑
ζ=±`∗

|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|)5) (3.13)

D′` = ikx,`D` +
3

4k2x,`
C`(|C`∗ |2 − |C`|2 + 2

∑
κ∈Ĩ∗

|Cκ|2) +
3i

4k3x,`
D`(|C`∗ |2 − |C`|2 + 2

∑
κ∈Ĩ∗

|Cκ|2)

+
3i

4k3x,`
C`

(
(C`∗D`∗,1 + C`∗D`∗,1)− (C`D` + C`D`) + 2

∑
κ∈I∗

(CκDκ + CκDκ)

)
+O((

∑
κ∈Ĩ∗

|Cκ|+ |Dκ|+
∑
ζ=±`∗

|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|)5)

C ′`∗ = D`∗,1

D′`∗,1 = D`∗,2

D′`∗,2 = D`∗,3

D′`∗,3 = −3C`∗(|C`∗ |2 + 2
∑
κ∈Ĩ∗

|Cκ|2) +O((
∑
κ∈Ĩ∗

|Cκ|+ |Dκ|+
∑
ζ=±`∗

|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|)5).

Proof. Denote the cubic terms in the right hand sides of the systems (3.11) and (3.13), respectively,

by (F`, G`)`∈Ĩ∗ and (0, 0, 0, G`∗,3), (0, N`)`∈Ĩ∗ and (0, 0, 0, N`∗,3). Using the same argument as in the

nonresonant case, we derive (0, N`)`∈Ĩ∗ . The constant of |C`∗ |2 is 1 instead of 2 due to the fact that

a±`∗ = A±`∗ instead of a±`∗ = A±`∗ +A∓`∗ . On the other hand, it is straightforward to see that

Φ`∗ = 0, Ψ`∗,1 = 0, Ψ`∗,2 = 0.

Moreover, we have

DΨ`∗,3 = G`∗,3 −N`∗,3,

where

D =
∑
`∈I∗

(
(ikx,`C` +D`)

∂

∂C`
+ ikx,`D`

∂

∂D`
+ (−ikx,`C` +D`)

∂

∂C`
+ (−ikx,`D`)

∂

∂D`

)
+

∑
=±`∗

(
D,1

∂

∂C
+D,2

∂

∂D,1
+D,2

∂

∂D,3

)
.
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Then it is not hard to see that

N`∗,3 = −3C`∗(|C`∗ |2 + 2
∑
κ∈Ĩ∗

|Cκ|2).

Normal form of the reduced system. Applying the change of variables to the reduced system

(3.5) gives the normal form to leading order, for ` ∈ Ĩ∗,

C ′` = i

√
1

2
(k2x,`,δ +

√
k4x,`,δ − µ)C` +D` (3.14)

D′` = −1

2
(k2x,`,δ −

√
k4x,`,δ − µ)C` + i

√
1

2
(k2x,`,δ +

√
k4x,`,δ − µ)D`

+
3

4k2x,`
C`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

+
3i

4k3x,`
D`(−|C`|2 + 2

∑
κ∈I∗

|Cκ|2)

+
3i

4k3x,`
C`

(
−(C`D` + C`D`) + 2

∑
κ∈I∗

(CκDκ + CκDκ)

)
C ′`∗ = D`∗,1

D′`∗,1 = D`∗,2

D′`∗,2 = D`∗,3

D′`∗,3 = (µ− k4x,`∗,δ)C`∗ − 2k2x,`∗,δD`∗,2 − 3C`∗(|C`∗ |2 + 2
∑
κ∈Ĩ∗

|Cκ|2).

The higher order terms in this normal form are of order

|δ|(
∑

κ∈Ĩ∗(|Cκ|+ |Dκ|) +
∑

ζ=±`∗(|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|))3 +

|µ|(
∑

κ∈Ĩ∗(|Cκ|+ |Dκ|) +
∑

ζ=±`∗(|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|))3 +

(
∑

κ∈Ĩ∗(|Cκ|+ |Dκ|) +
∑

ζ=±`∗(|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|))5.

Specifically, the higher order terms for (C`∗ , D`∗,1, D`∗,2, D`∗,3) are of order

|µ|(
∑

κ∈Ĩ∗(|Cκ|+ |Dκ|) +
∑

ζ=±`∗(|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|))3 +

(
∑

κ∈Ĩ∗(|Cκ|+ |Dκ|) +
∑

ζ=±`∗(|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|))5.

3.3 Existence of heteroclinic orbits

We look for solutions of the system (3.14) in the form

C`(x) = eik̃`,µ,δxC̃`, D`(x) = eik̃`,µ,δxD̃`, ` ∈ I∗;
C`∗(x) = C̃`∗(x), D`∗,j(x) = D̃`∗,j(x), j = 1, 2, 3.
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With the scaling

x̂ = |µ|1/2x, C̃` = |µ|1/2Ĉ`, D̃` = |µ|D̂`, ` ∈ Ĩ∗,
C̃`∗ = |µ|1/2Ĉ`∗ , D̃`∗,1 = |µ|1/2D̂`∗,1,

D̃`∗,2 = |µ|1/2D̂`∗,2, D̃`∗,3 = |µ|1/2D̂`∗,3,

and taking µ > 0, we obtain the new system, for ` ∈ Ĩ∗,

C ′` = D` +O(µ+ µ1/2|δ|) (3.15)

D′` = − 1

4k2x,`
C`

(
1− 3(|C`∗ |2 − |C`|2 + 2

∑
κ∈I∗

|Cκ|2)

)
+O(µ1/2 + |δ|),

µ1/2C ′`∗ = D`∗,1 +O(µ2)

µ1/2D′`∗,1 = D`∗,2 +O(µ2)

µ1/2D′`∗,2 = D`∗,3 +O(µ2)

µ1/2D′`∗,3 = −2k2x,`∗,δD`∗,2 − k4x,`∗,δC`∗ + µC`∗

1− 3(|C`∗ |2 + 2
∑
κ∈Ĩ∗

|Cκ|2)

+O(µ2).

in which we have dropped the hats. Since the equations for (C`∗ , D`∗,1, D`∗,2, D`∗,3) are singular, the

strategy here is to break (3.15) up into a regular and a singular perturbation problem. The regular

perturbation part

C ′′` = − 1

4k2x,`
C` +

3

4k2x,`
C`(|C`∗ |2 − |C`|2 + 2

∑
κ∈I∗

|Cκ|2) +O(µ1/2 + |δ|), ` ∈ I∗, (3.16)

can be dealt with just as in the nonresonant case. As for the singular part, we rewrite it as follows.

µ1/2C ′`∗ = D`∗,1 (3.17)

µ1/2D′`∗,1 = D`∗,2

µ1/2D′`∗,2 = D`∗,3

µ1/2D′`∗,3 = −2k2x,`∗,δD`∗,2 − k4x,`∗,δC`∗ + µC`∗

1− 3(|C`∗ |2 + 2
∑
κ∈Ĩ∗

|Cκ|2)

+O(µ2),

which can be achieved straightforwardly by an iterative family of smooth invertible coordinate changes.

Heteroclinic orbit of the leading order system Consider the system (3.16,3.17) with µ = 0 and

δ = 0. Restricting to C` = 0 for |`| 6= 1 and real-valued solutions C1 and C−1 we find the system

C ′′1 = − 1

4k2x,1
C1 +

3

4k2x,1
C1(C

2
1 + 2C2

−1) (3.18)

C ′′−1 = − 1

4k2x,1
C−1 +

3

4k2x,1
C−1(2C

2
1 + C2

−1).

This system possesses a heteroclinic orbit (C∗+, C
∗
−) with properties as those in the nonresonant case.
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The system (3.17) is a singular perturbation problem, which, viewed as an operator, is defined on

different spaces when (µ, δ) 6= (0, 0) as compared to the case (µ, δ) = (0, 0). Our approach to this sin-

gular perturbation problem relies on the following lemma, which shows invertibility of the linearization

uniformly for small µ 6= 0.

Lemma 3.3 For fixed µ > 0 and fixed δ ∈ R, the linear operator

S : (H1
η )4 −→ (L2

η)
4 (3.19)

W1(x)

W2(x)

W3(x)

W4(x)

 7−→


µ1/2∂x −1 0 0

0 µ1/2∂x −1 0

0 0 µ1/2∂x −1

g(x) + k4x,`∗,δ/µ 0 2k2x,`∗,δ/µ µ−1/2∂x



W1(x)

W2(x)

W3(x)

W4(x)

 ,

where g(x) = 6(C∗2+ + C∗2− ) − 1, is bounded and invertible, for sufficiently small η > 0. Moreover, for

fixed η > 0 small, and for µ > 0, δ ∼ 0 small, there exists a positive constant C > 1 independent of µ

and δ such that

‖S−1


0

0

0

f

 ‖(H1
η)

4 6 C‖f‖H1
η
, (3.20)

for all f ∈ H1
η .

Proof. We define the equivalent scalar fourth-order differential operator

S̃ : H4
η −→ L2

η (3.21)

C(x) 7−→ 1

µ
(µ∂2x + k2x,`∗,δ)

2C(x) + g(x)C(x).

From [10], we know that S and S̃ share the same Fredholm index. Moreover, Ker (S̃) = {0} if and only

if Ker (S) = {0}. Thus, it is enough to prove the same properties for S̃. It is straightforward to see

that S̃ is bounded. To show that S̃ is invertible, we just need to show S̃η is invertible, where

S̃η : H4 −→ L2

C(x) 7−→ cosh(ηx)S(
1

cosh(ηx)
C(x)).

Note that S̃η is a family of smooth bounded operators with respect to η and S̃η = S̃0 + η · O(1).

Therefore, to show S̃η is invertible for sufficiently small η, we only have to show that S̃0 is invertible.

In fact, according to property v of (C∗+, C
∗
−),

1

6
6 C∗2+ + C∗2− 6

1

3
,

where the left equality holds if and only if (C∗+, C
∗
−) = ( 1

2
√
3
, 1
2
√
3
). If the curve (C∗+, C

∗
−) touches

( 1
2
√
3
, 1
2
√
3
), by properties (iii,iv), C∗+ + C∗− is an even function and C∗+(0) + C∗−(0) = 1√

3
. Moreover,

according to system (2.27), we have

(C∗+ + C∗−)′′|x=0 = − 1

4
√

3
< 0.
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As a result, for sufficiently small |x| 6= 0, C∗+(x) +C∗−(x) < 1√
3
, which is a contradiction with property

(v). Thus, there exists a positive constant ξ such that

1

6
+ ξ 6 C∗2+ + C∗2− 6

1

3
.

Now we look into S̃0, which is self-adjoint and

〈S̃0f, f〉L2 > 6ξ‖f‖2L2 ,

which indicates that, for sufficiently small µ and δ, S0 is invertible and

‖(S̃0)−1f‖L2 6
1

6ξ
‖f‖L2 , (3.22)

which shows that S(µ, δ) is bounded and invertible for sufficiently small η > 0. In addition, there exists

some positive constant N(ξ) such that

‖(S̃(µ, δ))−1f‖H1
η
6 N‖f‖H1

η
. (3.23)

In fact, we have

∂x(S̃−1f) = [∂x, S̃−1]f + S̃−1(∂xf) = S̃−1[S̃, ∂x]S̃−1f + S̃−1(∂xf), (3.24)

where [S̃, ∂x] = g′(x). This new expression (3.24), combined with the L2
η estimate (3.22), gives the H1

η

estimate in (3.23). We now notice that

S−1


0

0

0

f

 =


S̃−1f

µ1/2∂xS̃−1f
µ∂2xS̃−1f
µ3/2∂3xS̃−1f

 , (3.25)

which, combined with (3.24), shows that there exists some N > 1 such that

‖S−1


0

0

0

f

 ‖(H1
η)

4 6 N
3∑
j=0

µj/2
(
‖∂jx(S̃)−1f‖L2

η
+ ‖∂jx(S̃)−1(g(x)S̃−1f)‖L2

η
+ ‖∂jx(S̃)−1∂xf‖L2

η

)
.

(3.26)

By the inequality (3.26), in order to prove that (3.20) holds for all f ∈ H1
η , we only have to show that

for all f ∈ L2
η, there exists a positive constant N > 1 such that

‖∂x(S̃(µ, δ))−1f‖L2
η
6

N

µ1/2
‖f‖L2

η
, (3.27)

‖∂2x(S̃(µ, δ))−1f‖L2
η
6
N

µ
‖f‖L2

η
,

‖∂3x(S̃(µ, δ))−1f‖L2
η
6

N

µ3/2
‖f‖L2

η
.

We relegate the proof of these inequalities to the appendix, Lemma 4.1.
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For sufficiently small µ > 0 and δ ∈ R, we now rewrite the system (3.16,3.17) as follows.

C ′′` + 1
4k2x,`

C` − 3
4k2x,`

C`(|C`∗ |2 − |C`|2 + 2
∑

κ∈I∗ |Cκ|
2) +O(µ1/2 + |δ|) = 0, ` ∈ Ĩ∗ (3.28)

S(µ, δ)


C`∗
D`∗,1

D`∗,2

D`∗,3

+


0

0

0

f(x)

 = 0, (3.29)

where f(x) = 3C`∗(|C`∗ |2 + 2
∑

κ∈Ĩ∗ |Cκ|
2 − 2C∗2+ − 2C∗2− ) +O(|µ|).

Rotated rolls. Similar to the non-resonant case, the family of rolls in (2.25) gives a family of periodic

orbits for (3.28,3.29), still denoted as Pµ,δ,ε,` and Qµ,δ,ε,` for all ` ∈ Ĩ∗. Again, we just consider ` = 1.

Persistence of the heteroclinic orbit Our main goal now is to show that the heteroclinic actually

persists as a solution for the reduced equation (3.28,3.29). In particular, we want to show that there

is a heteroclinic orbit for (3.28,3.29), for small µ and δ, which connects two periodic orbits Pµ,δ,ε,1, as

x→∞, and Qµ,δ,ε,1, as x→ −∞.

The systems (3.28) and (3.29) together with the complex conjugated equations are separately of the

form

F1(C,C, µ
1/2, δ) = 0, (3.30)

F2(C,C, µ
1/2, δ) = 0, (3.31)

where

C = (C−(`∗−1), ..., C−2, C−1, C0, C1, C2, ..., C`∗ , D`∗,1, D`∗,2, D`∗,3),

C̃ = (C−(`∗−1), ..., C−2, C−1, C0, C1, C2, ..., C`∗−1).

They have the periodic solutions C = Pµ,δ,ε,1 and C = Qµ,δ,ε,1 for µ,δ and ε sufficiently small, and the

heteroclinic solution C = (0, ..., 0, C∗−, 0, C
∗
+, 0, ..., 0) for µ = δ = 0.

We consider the ansatz

C(x) = eiεxC∗(x) + χ(x)P̃µ,δ,ε,1(x) +
(
R(χP̃µ,δ,ε,1)

)
(−x) + V(x), (3.32)

in which heteroclinic orbit and correction to the periodic orbit are given as

C∗ = (0, ..., 0, C∗−, 0, C
∗
+, 0, ..., 0), P̃µ,δ,ε,1 = Pµ,δ,ε,1 −

(
0, ..., 0, 0, 0,

1√
3
, 0, ..., 0

)
eiεx,

χ : R→ [0, 1] is a smooth cut-off function with

χ(x) = 1, if x >M, χ(x) = 0, if x 6 m, χ(x) + χ(−x) ≡ 1,

for some positive constants m < M . Moreover, we have

V = (Ṽ,W), Ṽ = (V−(`∗−1), ..., V−1, V0, V1, ..., V`∗−1), W = (V`∗ , V`∗,1, V`∗,2, V`∗,3).
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We next modify (3.30,3.31), by adding zero terms, where the functions Fj are evaluated on the periodic-

orbit solutions, in order to make mapping properties in exponentially weighted spaces more explicit

later on. Therefore, define

F1(C,C, µ
1/2, δ)− χ(x)F1(Pµ,δ,ε,1,Pµ,δ,ε,1, µ

1/2, δ)− χ(−x)F1(Qµ,δ,ε,1,Qµ,δ,ε,1, µ
1/2, δ) = 0, (3.33)

F2(C,C, µ
1/2, δ)− χ(x)F2(Pµ,δ,ε,1,Pµ,δ,ε,1, µ

1/2, δ)− χ(−x)F2(Qµ,δ,ε,1,Qµ,δ,ε,1, µ
1/2, δ) = 0, (3.34)

and substitute our ansatz (3.32) into (3.33,3.34), to obtain a system of the form

T1(Ṽ, Ṽ,W,W, ε, µ1/2, δ) = 0, (3.35)

T2(Ṽ, Ṽ,W,W, ε, µ1/2, δ) = 0. (3.36)

For η > 0, we define the spaces of exponentially decaying functions

X̃η = {(C`, C`)`∈Ĩ∗ ∈ (L2
η)

4`∗−2}, Ỹη = {(C`, C`)`∈Ĩ∗ ∈ (H2
η )4`∗−2},

X̃ rη = {(C`, C`)`∈Ĩ∗ ∈ X̃η ; C`(x) = C−`(−x), x ∈ R, ` ∈ Ĩ∗},

Ỹrη = {(C`, C`)`∈Ĩ∗ ∈ Ỹη ; C`(x) = C−`(−x), x ∈ R, ` ∈ Ĩ∗},
Zrη = {(Wj ,Wj)j=1,2,3,4 ∈ (H1

η )8|Wj(x) = Wj(−x), j = 1, 2, 3, 4},

Z̃rη = {(Wj ,Wj)j=1,2,3,4 ∈ (L2
η)

8|Wj(x) = Wj(−x), j = 1, 2, 3, 4},

It is now not hard to verify that

T1 :Ỹrη ×Zrη × R3 −→X̃ rη ,

T2 :Ỹrη ×Zrη × R3 −→Z̃rη
are well-defined nonlinear operators. We start by solving the first of these two equations, which is in

fact similar to the non-resonant case.

Proposition 3.4 For (W,W, µ, δ) ∈ Zrη × [0,∞)× R sufficiently small, there exist smooth functions

Ṽ(W,W, µ1/2, δ) and ε(W,W, µ1/2, δ), solving equation (3.35), with Ṽ(0, 0, 0, 0) = 0 and ε(0, 0, 0, 0) =

0.

Proof. The proof is based on the inverse-function-theorem argument from the nonresonant case. A

key role is played by the linear operator, found by linearizing the system (3.28) at

(C−(`∗−1), ..., C−2, C−1, C0, C1, C2, ..., C`∗−1) = (0, ..., 0, C∗−, 0, C
∗
+, 0, ..., 0),

with µ = δ = 0 and C`∗ = D`∗,1 = D`∗,2 = D`∗,3 = 0, i.e.,

L̃∗



C−(`∗−1)
...

C−2
C−1
C0

C1

C2

...

C`∗−1


=



C ′′−(`∗−1) + 1
4k2
x,−(`∗−1)

C−(`∗−1) −
3

2k2
x,−(`∗−1)

(C∗2+ + C∗2− )C−(`∗−1)

...

C ′′−2 + 1
4k2x,−2

C−2 − 3
2k2x,−2

(C∗2+ + C∗2− )C−2

C ′′−1 + 1
4k2x,1

C−1 − 3
4k2x,1

(
2(C∗2+ + C∗2− )C−1 + C∗2− C−1 + 2C∗+C

∗
−(C1 + C1)

)
C ′′0 + 1

4k2x,0
C` − 3

2k2x,0
(C∗2+ + C∗2− )C0

C ′′1 + 1
4k2x,1

C1 − 3
4k2x,1

(
2(C∗2+ + C∗2− )C1 + C∗2+ C1 + 2C∗+C

∗
−(C−1 + C−1)

)
C ′′2 + 1

4k2x,2
C2 − 3

2k2x,2
(C∗2+ + C∗2− )C2

...

C ′′`∗−1 + 1
4k2x,`∗−1

C`∗−1 − 3
2k2x,`∗−1

(C∗2+ + C∗2− )C`∗−1



.

30



For η > 0 sufficiently small, the operator L̃∗ acting in X̃ rη is Fredholm with trivial kernel and one-

dimensional co-kernel, spanned by

(0, ..., 0,−iC∗−, 0, iC
∗
+, 0, ..., 0; 0, ..., 0, iC∗−, 0,−iC∗+, 0, ..., 0).

Next, notice that

T1(0, 0, 0, 0, 0, 0, 0) = 0, D
Ṽ,Ṽ
T1(0, 0, 0, 0, 0, 0, 0) = L̃∗

and

DεT (0, 0, 0, 0, 0, 0, 0) = L̃∗

(
ixC̃∗

−ixC̃∗

)
=

(
2iC̃∗′

−2iC̃∗′

)
.

Using the explicit form of the co-kernel, we find that the linearization with respect to Ṽ, Ṽ and ε,

jointly, is invertible, so that we can use the implicit function theorem to conclude persistence as stated

in the theorem.

We substitute the solutions Ṽ(W,W, µ1/2, δ) and ε(W,W, µ1/2, δ) from Proposition 3.4 into (3.36)

and obtain

T3(W,W, µ1/2, δ) = 0. (3.37)

Theorem 3 For any µ and δ sufficiently small, there exists continuous function W(µ1/2, δ) solving

equation (3.37), with W(0, 0) = 0.

Proof. We define the map

T4 :Zrη × [0,∞)× R −→Zrη
(W,W, µ1/2, δ) 7−→(W,W)− (S(µ, δ))−1T3(W,W, µ1/2, δ),

(3.38)

and extend to µ = 0 by setting

(S(0, δ))−1 := 0. (3.39)

To prove the theorem, we only have to show that there exist two small neighborhoodsW = {(W,W) ∈
Zrη |‖(W,W‖Zrη < a} of (W,W) = (0, 0) and U ⊂ [0,∞) × R of (µ1/2, δ) = (0, 0) such that T4 :

W ×U −→W is a uniform contraction. We only have to show that T4 has the following properties.

(i) ‖T4(W,W, µ1/2, δ)‖Zrη 6 a, for all (W,W) ∈ W and (µ1/2, δ) ∈ U .

(ii)

‖T4(W1,W1, µ
1/2, δ)− T4(W2,W2, µ

1/2, δ)‖Zrη 6
1

2
‖(W1,W1)− (W2,W2)‖Zrη ,

for all (W1,W1), (W2,W2) ∈ W and (µ1/2, δ) ∈ U .

To see that, we first recall that equation (3.37) is equation (3.34)

F2(C,C, µ
1/2, δ)− χ(x)F2(Pµ,δ,ε,1,Pµ,δ,ε,1, µ

1/2, δ)− χ(−x)F2(Qµ,δ,ε,1,Qµ,δ,ε,1, µ
1/2, δ) = 0,
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together with its conjugate in terms of (W,W, µ1/2, δ). Moreover, we recall that

F2(C,C, µ
1/2, δ) = S(µ, δ)


C`∗
D`∗,1

D`∗,2

D`∗,3

+


0

0

0

f(x)

 ,

in which f(x) = 3C`∗(|C`∗ |2 + 2
∑

κ∈Ĩ∗ |Cκ|
2 − 2C∗2+ − 2C∗2− ) + O(|µ|) and that O(µ) here represents

the higher order terms of order

µ(
∑
κ∈Ĩ∗

(|Cκ|+ |Dκ|) +
∑
ζ=±`∗

(|Cζ |+ |Dζ,1|+ |Dζ,2|+ |Dζ,3|))3.

A lengthy calculation shows that

T4(W,W, µ1/2, δ) =

(
U(ε, µ1/2, δ)

U(ε, µ1/2, δ)

)
+



(S(µ, δ))−1


(0

0

0

f̃)



(S(µ, δ))−1


(0

0

0

f̃)




, (3.40)

in which

‖(U,U)‖Zrη = O(µ1/2), ‖f̃‖H1
η

= O(‖(W,W)‖2Zrη + (µ1/2 + |δ|)‖(W,W)‖Zrη + µ1/2). (3.41)

We recall the estimate (3.20) in Lemma 3.3,

‖S−1


0

0

0

f

 ‖(H1
η)

4 6 C‖f‖H1
η
,

which, combined with (3.41), shows that there exist positive constants C1, C2 > 1 such that

‖T4(W,W, µ1/2, δ)‖Zrη 6 C1‖(W,W)‖2Zrη + (µ1/2 + |δ|)C1‖(W,W)‖Zrη + C2µ
1/2.

Noting that h(x) = C1x
2 + (µ1/2 + δ)C1x+C2µ

1/2 is positive and increasing on [0,∞) and solving the

inequality C1a
2 + (µ1/2 + δ)C1a+ C2µ

1/2 6 a, we conclude that property (i) of T4 holds as long as we

take

µ1/2 6
1

16C1C2
, |δ| 6 7

16C1C2
, a =

1− C1(µ
1/2 + |δ|)−

√
(1− C1(µ1/2 + |δ|))2 − 4C1C2µ1/2

2C1
.

(3.42)

On the other hand, there exist positive constants C3, C4 > 1 such that

‖T4(W1,W1, µ
1/2, δ)− T4(W2,W2, µ

1/2, δ)‖Zrη 6C3µ
1/2‖(W1,W1)− (W2,W2)‖Zrη+

C4‖f̃(W1,W1, µ
1/2, δ)− f̃(W2,W2, µ

1/2, δ)‖L2
η
.

(3.43)
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A straightforward calculation shows that there exists a positive constant C5 > 1 such that

‖f̃(W1,W1, µ
1/2, δ)− f̃(W2,W2, µ

1/2, δ)‖H1
η
6 C5(a+ µ1/2 + |δ|)‖(W1,W1)− (W2,W2)‖Zrη ,

which, plugged into equation (3.43), gives that

‖T4(W1,W1, µ
1/2, δ)− T4(W2,W2, µ

1/2, δ)‖Zrη
6(C3µ

1/2 + C4C5(a+ µ1/2 + |δ|))‖(W1,W1)− (W2,W2)‖Zrη

6
1

2
‖(W1,W1)− (W2,W2)‖Zrη ,

(3.44)

provided µ and δ are sufficiently small and choosing a as in equation (3.42).

Therefore, we have proved that for sufficiently small µ and δ, we can take a properly such that T4 is

a uniform contraction. By fixed point theorem, for µ and δ sufficiently small, there exists a function

W(µ1/2, δ) solving equation

T4(W,W, µ1/2, δ) = (W,W).

Due to the smoothness of T4 away from µ = 0, we conclude that W(µ1/2, δ) is smooth for µ 6= 0. On

the other hand, from equation (3.42), we have

lim
µ−→0+

a = 0,

which implies that

lim
µ−→0+

W(µ1/2, δ) = 0.

Noting that W(0, δ) = 0, we thus proved the continuity of W(µ1/2, δ).

The result in Theorem 1 is an immediate consequence of Theorem 2. Since ε(µ1/2, δ) is a continuous

function with ε(0, 0) = 0, we find that the angle of the selected grain boundary is a continuous function

α(µ1/2, δ) with α(0, 0) = 1, and that the wavenumber of the asymptotic rolls is kx ∼ kx,1. As a result,

the wavenumber function k(µ1/2, δ) =
√
k2x + (k∗ + δ)2 with k(0, 0) = 1 is continuous, which, combined

with the compactness of the interval [εϕ, π − εϕ] for fixed εϕ ∈ (0, π), shows that Theorem 1 is true.

4 Appendix

Lemma 4.1 There exists a positive constant N > 1 such that

‖∂x(S̃(µ, δ))−1f‖L2
η
6

N

µ1/2
‖f‖L2

η
, (4.1)

‖∂2x(S̃(µ, δ))−1f‖L2
η
6
N

µ
‖f‖L2

η
,

‖∂3x(S̃(µ, δ))−1f‖L2
η
6

N

µ3/2
‖f‖L2

η
.

Proof. We define
J :L2

η −→H4
η

V 7−→
∫
R
G(x− y, g(x− y))V (y)dy,

33



where G(x, a) =
∫
R

e−itx

1/µ(µt2−k2x,`∗,δ)
2+a

dt, g(x) = 6(C∗2+ + C∗2− )− 1.

We note that

G(x, a) =



π
2

1
µ1/4a1/2(b2+a)1/4

e(
√
b2+a−b

2
)1/2µ−1/4x((

√
b2+a+b

2
√
b2+a

)1/2 cos((
√
b2+a+b

2 )1/2µ−1/4x)

−(
√
b2+a−b

2
√
b2+a

)1/2 sin((
√
b2+a+b

2 )1/2µ−1/4x)), x 6 0,

π
2

1
µ1/4a1/2(b2+a)1/4

e−(
√
b2+a−b

2
)1/2µ−1/4x((

√
b2+a+b

2
√
b2+a

)1/2 cos((
√
b2+a+b

2 )1/2µ−1/4x)

+(
√
b2+a−b

2
√
b2+a

)1/2 sin((
√
b2+a+b

2 )1/2µ−1/4x)), x > 0,

(4.2)

G(1,0)(x, a) =

−
π
2

1
µ1/2a1/2

e(
√
b2+a−b

2
)1/2µ−1/4x sin((

√
b2+a+b

2 )1/2µ−1/4x), x 6 0,

−π
2

1
µ1/2a1/2

e−(
√
b2+a−b

2
)1/2µ−1/4x sin((

√
b2+a+b

2 )1/2µ−1/4x), x > 0,

G(2,0)(x, a) =



−π
2
(b2+a)1/4

µ3/4a1/2
e(
√
b2+a−b

2
)1/2µ−1/4x((

√
b2+a+b

2
√
b2+a

)1/2 cos((
√
b2+a+b

2 )1/2µ−1/4x)

+(
√
b2+a−b

2
√
b2+a

)1/2 sin((
√
b2+a+b

2 )1/2µ−1/4x)), x 6 0,

−π
2
(b2+a)1/4

µ3/4a1/2
e−(
√
b2+a−b

2
)1/2µ−1/4x((

√
b2+a+b

2
√
b2+a

)1/2 cos((
√
b2+a+b

2 )1/2µ−1/4x)

−(
√
b2+a−b

2
√
b2+a

)1/2 sin((
√
b2+a+b

2 )1/2µ−1/4x)), x > 0,

G(3,0)(x, a) =



−π
2
(b2+a)1/2

µa1/2
e(
√
b2+a−b

2
)1/2µ−1/4x·( √

a√
b2+a

cos((
√
b2+a+b

2 )1/2µ−1/4x)− b√
b2+a

sin((
√
b2+a+b

2 )1/2µ−1/4x)
)
, x 6 0,

π
2
(b2+a)1/2

µa1/2
e−(
√
b2+a−b

2
)1/2µ−1/4x·( √

a√
b2+a

cos((
√
b2+a+b

2 )1/2µ−1/4x) + b√
b2+a

sin((
√
b2+a+b

2 )1/2µ−1/4x)
)
, x > 0,

where b =
k2x,`∗,δ
µ1/2

. Then, it is not hard to see from expressions (4.2) that there exists some positive

constant C1 > 1 such that

‖G(0,j)(x, g(x))‖L1 6 C1, for j = 0, 1, 2, 3, 4,

‖G(1,j)(x, g(x))‖L1 6
C1

µ1/2
(µ+ k4x,`∗,δ)

1/4, for j = 0, 1, 2, 3,

‖G(2,j)(x, g(x))‖L1 6
C1

µ
(µ+ k4x,`∗,δ)

1/2, for j = 0, 1, 2,

‖G(3,j)(x, g(x))‖L1 6
C1

µ3/2
(µ+ k4x,`∗,δ)

3/4, for j = 0, 1.

(4.3)

Moreover, from estimates (4.3) and by Young’s inequality, for η > 0 sufficiently small, there exists a

positive constant C2 > 1 such that

‖∂xJ (µ, δ)f‖L2
η
6

C2

µ1/2
‖f‖L2

η
, (4.4)

‖∂2xJ (µ, δ)f‖L2
η
6
C2

µ
‖f‖L2

η
,

‖∂3xJ (µ, δ)f‖L2
η
6

C2

µ3/2
‖f‖L2

η
.

To prove the lemma, we just need to show that for sufficiently small µ and δ, S̃J : L2
η −→ L2

η is

uniformly bounded and invertible. In fact,

S̃J = id +K1 +K2,
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where

(K1V )(x) =2k2x,`∗,δ

∫
R

(g′′(x− y)G(0,1)(x− y, g(x− y)) + g′(x− y)2G(0,2)(x− y, g(x− y)))V (y)dy+

µ

∫
R

(g(4)(x− y)G(0,1)(x− y, g(x− y)) + 4g(3)(x− y)G(1,1)(x− y, g(x− y))+

3g′′(x− y)2G(0,2)(x− y, g(x− y)) + g′(x− y)4G(0,4)(x− y, g(x− y))+

4g′(x− y)3G(1,3)(x− y, g(x− y)) + 6g′(x− y)2G(2,2)(x− y, g(x− y))+

4g(3)(x− y)g′(x− y)G(0,2)(x− y, g(x− y))+

6g′′(x− y)(g′(x− y)2G(0,3)(x− y, g(x− y)) + 2g′(x− y)G(1,2)(x− y, g(x− y))+

G(2,1)(x− y, g(x− y))))V (y)dy.

(K2V )(x) =

∫
R

(4g′(x− y)(k2x,`∗,δG
(1,1) + µG(3,1))(x− y, g(x− y)))V (y)dy.

By Young’s inequality and estimates (4.3), it is straightforward to conclude that the norm of K1 as an

operator from L2
η to L2

η goes to 0 uniformly as µ > 0 and δ go to zero. On the other hand, we denote

H(x, a) = k2x,`∗,δG
(1,0)(x, a) + µG(3,0)(x, a) and have

H(x, a) =

−π
2 e

(

√
b2+a−b

2
)1/2µ−1/4x cos((

√
b2+a+b

2 )1/2µ−1/4x), x 6 0,

π
2 e
−(
√
b2+a−b

2
)1/2µ−1/4x cos((

√
b2+a+b

2 )1/2µ−1/4x), x > 0,

Moreover, it is not hard to see that there exists some positive constant C3 > 1 such that

‖H(0,1)(x, a)‖L1 6 C3(µ+ k4x,`∗,δ)
1/4,

which, combined with Young’s inequality, also shows that the norm of K2 as an operator from L2
η to

L2
η goes to 0 uniformly as µ > 0 and δ go to zero.

Thus, for sufficiently small µ and δ, we have

S̃−1 = J (S̃J )−1,

which, combined with estimate (4.4) and the fact that (S̃J )−1 is uniformly bounded, shows that the

lemma holds.
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