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Abstract

We consider a broad class of systems of nonlinear integro-differential equations posed on the real line that
arise as Euler-Lagrange equations to energies involving nonlinear nonlocal interactions. Although these equations
are not readily cast as dynamical systems, we develop a calculus that yields a natural Hamiltonian formalism. In
particular, we formulate Noether’s theorem in this context, identify a degenerate symplectic structure, and derive
Hamiltonian differential equations on finite-dimensional center manifolds when those exist. Our formalism yields
new natural conserved quantities. For Euler-Lagrange equations arising as traveling-wave equations in gradient
flows, we identify Lyapunov functions. We provide several applications to pattern-forming systems including
neural field and phase separation problems.
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1 Introduction

Differential equations of gradient form ut “ ´∇Epuq or of Hamiltonian form ut “ J∇Epuq arise throughout
mathematical modeling from maximal energy dissipation first principles, or from least action principles, respectively.
Mathematically, the energy E is simply a function defined over a finite or infinite-dimensional space. The associated
gradient and Hamiltonian flows are differential equations with equilibria given by the critical points of the energy.
Energies over infinite-dimensional spaces are usually defined on function spaces through integrals of nonlinear
functions of state variables and their derivatives. Critical points then solve Euler-Lagrange equations, commonly
of elliptic type. Dependence of the energy on derivatives of the state variables encodes local interactions, often
derived in various types of continuum limits. We are interested here in cases where this continuum limit retains
nonlocal interaction terms. More specifically, we are interested in the somewhat specific class of energies E that
contain nonlocal interaction term of the form

ĳ

SpupxqqTKpx´ yqSpupyqqdy dx, x, y P R, up¨q P Rd,

modeling phenomena such as long-range interactions of agents in social interaction, between particles through
nonlocal force fields, or of neurons, labeled in a feature space x through synaptic connections. In all those cases,
the convolution structure embodies the modeling assumption of translational invariance of physical space. We are
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concerned here with critical points of the energy E , possibly up to actions of the underlying translation symmetry
group. Such critical points, interpreted as solutions in physical space, are referred to as solitary waves, excitation
pulses, waves trains, or traveling fronts, depending on the modeling context. We refer to [5, 6, 7, 13, 14, 42] for
examples from material sciences, [15, 16, 38, 44] for examples from fluid dynamics, and [17, 39, 45, 46] for examples
from neurobiology.
For local equations, dynamical systems methods have provided powerful tools to the study of such coherent struc-
tures. One therefore casts the Euler-Lagrange equations, which are simply systems of higher-order ordinary differen-
tial equations, as dynamical systems in the spatial variable x, which is then considered as a time-like variable, trying
to describe the set of bounded solutions, including periodic, heteroclinic, and homoclinic solutions. The dynamical
systems tools can then be thought of as pointwise methods, exploiting the geometry of the “spatial phase space”
through tools including phase plane analysis with the Poincaré-Bendixson theorem, center manifold reduction and
normal form techniques, bifurcation and geometric singular perturbation theory, or topological index theory.
For nonlocal equations, much of this pointwise technology is not immediately available. As the main obstacle,
nonlocal interactions in space typically generate forward- and backward delay terms in the time-like spatial variable
and it is often not clear how a pointwise formulation as a dynamical system in a phase space can be recovered.
Much of the previous work has therefore focused on variational or perturbative techniques, although even those
may sometimes benefit from pointwise estimates. More recently, certain dynamical systems techniques have been
made available for the study of nonlocal equations. A first approach casts systems with finite-range interactions
as ill-posed dynamical systems on an infinite-dimensional phase space, much like elliptic equations posed on a
cylinder, and uses dynamical systems techniques, in particular invariant manifolds, to study the dynamics; see
for instance [24, 25, 26, 32]. A different avenue evokes dynamical systems techniques without ever setting up a
phase space for a pointwise description, but rather adapting techniques from dynamical systems by reducing to
basic functional analytic aspects; see [19] for geometric singular perturbation techniques, [20] for center manifold
reductions, and [40] for bifurcation methods.
The present work can be viewed as continuing this latter approach, providing a framework for exploiting Hamiltonian
and symplectic concepts. Indeed, for pointwise functionals, the Euler-Lagrange equations inherit a Hamiltonian
structure, viewing the integral of the energy density as an action functional, and the energy density as the La-
grangian. Using Legendre transform in the case of dependence on gradients, only, one readily finds the associated
Hamiltonian for the Euler-Lagrange equation. Such a procedure is slightly more involved for functionals containing
higher-order derivatives. We show how to formulate the Euler-Lagrange equations in a symplectic framework, iden-
tifying symplectic structure, Hamiltonian and more general conserved quantities starting from Noether’s theorem
and a non-local integration-by-parts calculation. In the case of traveling-wave equations, conserved quantities turn
into Lyapunov functions.
Hamiltonian formalisms for infinite-dimensional systems are of course not new. They had been exploited also for
ill-posed, elliptic equations; see for instance [22,28,34]. For nonlocal equations based on the fractional Laplacian, an
extension to an additional spatial dimension using the Dirichlet-to-Neumann operator on the half space allows one
to cast the nonlocal equation as a local equation, again obtaining conserved quantities through a local Hamiltonian
formalism [11, 12]. We are not aware of cases where such identities have been derived in the presence of “truly”
nonlocal interactions.
Besides providing a systematic and elegant framework to formulate equations, a Hamiltonian formalism provides
useful tools for the analysis. We therefore provide a somewhat lengthy list of applications that illustrate how the
formalism here can be put to work. In these examples K : RÑMpRdq will always be a curve of symmetric matrix
convolution kernels, that is, Kprq “ Kp´rq and Kprq “ KprqT , with sufficiently rapid decay as r Ñ ˘8.
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Example 1.1 (Nonlocal Allen-Cahn). Let F : Rd Ñ R be a differentiable map, and consider the energy

Epuq :“
1

4

ĳ

`

upxq ´ upyq
˘T
Kpx´ yq

`

upxq ´ upyq
˘

dy dx`

ż

F pupxqq dx.

Then the formal gradient flow ut “ ´∇L2Epuq is the nonlocal analogue of the Allen-Cahn equation, as introduced
in [7] as a model for phase transition,

ut “ ´κ0u`

ż

Kpx´ yqupt, yqdy ´∇F puq,

where κ0 “
ş

Kpxqdx. Typically, the interaction kernel K in these models is algebraically localized and positive,
and the potential F exhibits multiple local minima. With the traveling wave ansatz upt, xq “ upξq, ξ “ x´ ct, we
obtain the integro-differential equation

´ cu1 “ ´κ0u`K ˚ u´∇F puq. (1)
l

Example 1.2 (Neural field equation). Neural field equation, introduced in [45,46],

ut “ ´u`

ż

Kpx´ yqSpupt, yqqdy, (2)

model interactions of neurons through nonlocal synaptic connections. Typically, one thinks of x as a feature space,
grouping neurons by function and/or location, and S : Rd Ñ Rd as a smooth sigmoidal input function, triggering
firing of a neuron above a threshold value. The sign of the interaction kernel K encodes inhibitory versus excitatory
connections. Sign changes in K can lead to complex stationary patterns and have been proposed as a template for
short-term memory functions.
In the specific case that DSpuq is positive definite for all u P Rd, we assume that there exists a map E : Rd Ñ R

so that ∇Epuq “ DSpuqu. We then consider the energy

Epuq :“

ż

Epupxqqdx´
1

2

ĳ

SpupxqqTKpx´ yqSpupyqqdy dx,

and write equation (2) as
ut “ ´

`

DSpuqT
˘´1∇L2Epuq.

Hence, the neural field equation can formally be written as the gradient flow of E on a Hilbert manifold M modeled
over L2, where the Riemannian metric is given by

gupv, wq “ xv,DSpuqwyL2 , where v, w P TuM.

With the traveling wave ansatz upt, xq “ upξq, ξ “ x´ ct in (2), we obtain

´cu1 “ ´u`K ˚ Spuq. l

In both of these examples the original equation is a gradient flow. By analogy to examples from local partial
differential equations, one expects in such a situation that the equations governing traveling waves have a gradient-
like structure. In a slight alteration, the next example starts out with a Hamiltonian system. The traveling wave
equation now inherits a variational structure, and one expects to find a Hamiltonian system from the Euler-Lagrange
equations.
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Example 1.3 (Whitham type equation). Consider the energy

Epuq :“
α

3

ż

u3 dx`
1

2

ĳ

upxqKpx´ yqupyqdy dx,

where α P R is a parameter and u : RÑ R. The Hamiltonian equation ut “ J∇L2Epuq with J “ ´Bx is Whitham’s
equation, introduced in [44] as a model for shallow water waves with weak dispersion,

ut ` 2αuux `

ż

Kpx´ yquypt, yqdy “ 0, (3)

where

Kpxq “

ż

R

eixξ

d

tanhpξq

ξ
dξ.

This model incorporates a generic second-order nonlinearity as found in the KdV approximation, but replaces the
dispersive terms in the KdV equation by a convolution operator which models the full frequency dispersion found
in linear surface water waves in finite depth. Making the traveling wave ansatz upt, xq “ upξq, ξ “ x´ ct, equation
(3) becomes

ˆ

α

2
u2 ´ cu`K ˚ u

˙1

“ 0,

hence
αu2 ´ cu`K ˚ u “ µ,

for some µ P R. l

A shared property of these first three examples is invariance under the shift map u ÞÑ up¨ ` τq, a symmetry which
we will see gives rise to a Hamiltonians and Lyapunov functions. This translation symmetry is broken in the next
example, which however does possess a rotation symmetry. In this case, the Hamiltonian formalism gives rise to a
conserved quantity analogous to an angular momentum.

Example 1.4 (Nonlocal NLS). Let Spuq “ fp|u|2q, f : RÑ R differentiable, λ P R, and consider the energy

Epuq :“ ´
1

2

ż

|ux|
2 dx´

λ

2

ż

|u|2 `
1

2

ĳ

SpupxqqKpx´ yqSpupyqqdy dx,

and extend ∇L2Epuq linearly to complex valued functions u : RÑ C. The Hamiltonian flow ut “ i∇L2Epuq is the
nonlocal nonlinear Schrödinger (nonlocal NLS) equation,

´ iut “ uxx ´ λu`DSpuqK ˚ Spuq. (4)

We study here the effect of a (propagating) parameter jump type inhomogeneity λ “ λpx´ctq which, after rescaling,
can be assumed to satisfy

λpξq “

$

&

%

0 if ξ ď ´`,

1 if ξ ě `,

for some value of ` ą 0. Substituting the ansatz upt, xq “ eicx{2Apx´ ctq in (4), we obtain

A2 `

ˆ

λpξq ´
c2

4

˙

A`DSpAqK ˚ SpAq “ 0.

Note that, assuming S is at least quadratic, the medium supports a band of small-amplitude plane wave solutions
only for ξ ě `, when 0 ă |c| ă 2, but not for ξ ď ´`. We will study here how the parameter jump affects this
band near ξ “ `8. We refer to [22,31,37,41] for more (elaborate) examples of wavenumber (or angle) selection at
interfaces. l

Note that in these examples we dealt with the energy functionals, gradient flows and Hamiltonian flows only formally
in that integrals may not converge on typical solutions of interest.
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Outline of main results. We describe our main results informally and outline the remainder of the paper. We
are concerned with variational problems of the form

ż

L

ˆ

x, upxq, u1pxq,K ˚ Spuqpxq

˙

dx ; minimize,

and the associated Euler-Lagrange equations. We are interested in conserved quantities, that is, in nontrivial maps
C : C1pR,Rdq Ñ C0pR,Rdq that map solutions of the Euler-Lagrange equations to constant functions. We therefore
establish a nonlocal analogue of Noether’s theorem, allowing us to derive conserved quantities from symmetries of
the Euler-Lagrange equation. Key ingredient to the proof is a nonlocal “integration by parts” formula,

ż b

a

Au ¨ v dx “ Bpup¨ ` τqq|bτ“a `
ż b

a

u ¨Atv dx,

where A is a nonlocal operator, At denotes its formal adjoint, and B should be interpreted as “boundary data”.
Specific assumptions and statements, as well as limitations in terms of regularity are contained in Section 2.
In Section 3, we consider translation invariant Euler-Lagrange equations

´ Bx∇vpu, u
1q `∇uEpu, u

1q `DSpuqTK ˚ Spuq “ 0. (5)

Through our Noether theorem, the shift invariance leads to a conserved quantity which is itself equivariant with
respect to the shift action. This naturally leads to a Hamiltonian, that is, a map H : C1pR,Rdq Ñ R such that

d

dτ
H
`

up¨ ` τq
˘

“ 0 for any solution u of (5), (6)

and a (degenerate) symplectic form ω which allows us to conclude, at least formally, that the shift action on the
set of solutions of the Euler-Lagrange equation is the Hamiltonian flow of H.

Remark 1.5. We reiterate that we are considering Hamiltonian and symplectic structures in the spatial variable.
To appreciate this, take, for example, the nonlocal wave equation

utt “ ´u`K ˚ u` fpuq,
`

upt, xq, utpt, xq
˘

Ñ p0, 0q as xÑ ˘8. (7)

This equation has a temporal shift symmetry, and the dynamics are Hamiltonian with respect to the canonical
symplectic structure. Since (7) also has a spatial shift symmetry, the momentum

ppuq “

ż

R

utux dx,

is conserved by the temporal dynamics. This conserved momentum p is not the conserved quantity described in
(6), as we are concerned with quantities which are conserved under spatial shifts of the stationary solutions. The
interplay between spatial and temporal Hamiltonian structures has been further pursued, at least for local equations,
using multisymplectic structures, see [8, 9, 10]. l

To give a specific example here, equation (1) with c “ 0 is Hamiltonian with

Hpuq “
ˆ

F puq `
1

2
u ¨ κ0u´

1

2
u ¨K ˚ u

˙ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ż

xă0

ż

yą0

upxq ¨Kpx´ yqu1pyq ´ u1pxq ¨Kpx´ yqupyqdy dx,

whilst the symplectic form reads

ωpv, wq “

ż

xă0

ż

yą0

vpxq ¨Kpx´ yqwpyq ´ wpxq ¨Kpx´ yqvpyqdy dx.
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Inspecting this example, one quickly notes that ω is in general degenerate: if the kernel has support suppK Ă r´1, 1s

and v has support supp v Ă Rr r´1, 1s, then ωpv, wq “ 0, for any w. We are however able to show that ω is locally
non-degenerate on a center manifold, giving a (non-canonical) symplectic structure and reduced Hamiltonian vector
fields and thereby extending the results from [20].
Section 4 considers the effect of (spatially) dissipative terms, such as equations of the form

´ Bx∇vpu, u
1q `∇uEpu, u

1q `DSpuqTK ˚ Spuq “ Γpuqu1, (8)

where Γ : Rd Ñ MpRdq takes it values in the cone of positive definite matrices. Shift invariance now leads to a
Lyapunov function, L : C1pR,Rdq Ñ R, such that

d

dτ
L
`

up¨ ` τq
˘

ď 0 for any solution u of (8),

with equality only for constant u. A specific example is (1) , with c ‰ 0, and

Lpuq “
ˆ

F puq `
1

2
u ¨ κ0u´

1

2
u ¨K ˚ u

˙
ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ż

xă0

ż

yą0

upxq ¨Kpx´ yqu1pyq ´ u1pxq ¨Kpx´ yqupyqdy dx.

As a consequence, all bounded solutions are either constant or heteroclinic with respect to the shift action.
Finally, Section 5 discusses several applications, elaborating on the four examples presented here in the introduction.
We prove a local bifurcation results for small-amplitude periodic and homoclinic solutions of example 1.1 using
Hamiltonian center-manifold reduction; we establish the existence of traveling fronts for example 1.2 exploiting a
Lyapunov function and Conley index theory, extending results in [17] where positivity of K was required; and we
establish local bifurcation of periodic and solitary waves for example 1.3, providing alternative geometric proofs for
results in [15,16]. Finally, we establish selection of wavenumbers through parameter jumps in example 1.4.

2 Symmetries and conserved quantities

We formulate a setup and state our nonlocal version of Noether’s theorem.

2.1 Variational setup

Nonlocal variational problems. We will throughout rely on the following assumption on the convolution kernel.
K : RÑMpRdq.

Hypothesis (K). The map K is symmetric, meaning Kprq “ Kp´rq and Kprq “ KprqT . We assume
K P L1pR,MpRdqq, that is, Kij P L

1pR,Rq for all 1 ď i, j ď d. Moreover,
ż

R

p1` |r|q }Kprq}dr ă 8.

Now let S P C2pRd,Rdq and define the nonlinear operator

N puqpxq :“ K ˚ Spuqpxq “

ż

R

Kpx´ yqSpupyqqdy.

Then N is (formally) differentiable, with

DN puqrvspxq “ K ˚ pDSpuqvqpxq “

ż

R

Kpx´ yqDSpupyqqvpyqdy,

and formal L2-adjoint

DN puqtrwspxq :“ DSpupxqqTK ˚ wpxq “ DSpupxqqT
ż

R

Kpx´ yqwpyqdy.
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Let the Lagrangian L P C2pRˆRdˆRdˆRd,Rq be given as a function L “ Lpx, u, v, nq; from Section 3 onward we
will impose further restrictions on L. For a, b P R, the “truncated action” Ab

a : C2
b pR,R

dq Ñ R is defined through

Ab
apuq :“

ż b

a

L
`

x, upxq, u1pxq,K ˚ Spuq
˘

dx.

Here Ckb pR,R
dq denotes the space of Ck functions whose first k derivatives are uniformly bounded. Note that for

finite a, b the integral is convergent. We shall also write A to denote the map pu, a, bq ÞÑ Ab
apuq.

Now consider the nonlocal equation

∇uLpx, u, u
1,K ˚ Spuqq ´ Bx∇vLpx, u, u

1,K ˚ Spuqq `DSpuqTK ˚∇nLpx, u, u
1,K ˚ Spuqq “ 0. (9)

Note that, formally, equation (9) is the Euler-Lagrange equation of the action functional A8´8. We will not attempt
to make this statement rigorous, since the integral will typically not converge.

Definition 2.1 (Regularity of solutions). We will consider solutions of (9) which are of class CR, where R “ 1

if ∇vL “ 0, and R “ 2 otherwise.

Remark 2.2. If ∇vL ‰ 0, taking R “ 2 corresponds to considering strong solutions of (9). On the other hand, if
∇vL “ 0, (9) is well-defined on functions of class L8. However, the proof of Theorem 2.5 fails for u P L8 without
further regularity assumptions. In fact, the conclusion of the Noether theorem is in general not valid for solutions
of (9) lacking regularity; see Remark 2.6. We therefore restrict our attention to solutions of class C1. We will give
examples of bootstrap arguments that establish the required regularity in some cases in Sections 3 and 4. l

Remark 2.3. When R “ 1, it suffices to consider L and S of class C1. We will then extend the domain of Ab
a to

C1
b pR,R

dq. l

Symmetry. Let G be a Lie subgroup of GLpdq ˆR, acting on functions u : RÑ Rd via the canonical represen-
tation

g ‚ u :“ ϕτ
`

Au
˘

, for g “ pA, τq P G.

Here ϕτ is defined by
ϕτupxq :“ upx` τq, for all x P R.

By slight abuse of notation, we will use the same notation for the action of G on various function spaces. We also
let G act on R by

g ‚ x :“ x´ τ, where g “ pA, τq P G, x P R.

Let g – TeG be the Lie algebra of G. Formally, define the induced action on functions u : RÑ Rd by

uξ :“
d

dτ
expepτξq ‚ u

ˇ

ˇ

ˇ

ˇ

τ“0

, where ξ P g.

Note that, when G contains the translations tIdu ˆ R, we have uξ P CR´1
b pR,Rdq whenever u P CRb pR,R

dq.
Similarly, we define the induced action on R by

1ξ :“
d

dτ
expepτξq ‚ 1

ˇ

ˇ

ˇ

ˇ

τ“0

, where ξ P g.

Definition 2.4. A group G is called the global symmetry group of (9) if it is the maximal Lie subgroup of
GLpdq ˆR for which

A
`

g ‚ pu, a, bq
˘

“ A
`

u, a, b
˘

, for all pu, a, bq P CRb pR,R
dq ˆR2, g P G.

Similarly, the Lie algebra g is called the local symmetry algebra of (9) if it is maximal and

DApu, a, bqpuξ,1ξ,1ξq “ 0, for all pu, a, bq P CRb pR,R
dq ˆR2, ξ P g.
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2.2 Noether’s theorem for nonlocal equations

Noether’s theorem in the classical setting relates symmetries and conserved quantities; see for example [33]. We
extend this result here to our class of nonlocal equations (9).

Theorem 2.5 (Noether). Let g be the local symmetry algebra of (9). For any given ξ P g, we define the function
Cξ : CRb pR,R

dq Ñ C0
b pR,Rq by

Cξpuqpxq :“ L
`

x, upxq, u1pxq,K ˚ Spuqpxq
˘

1ξ `∇vLpx, u, u
1,K ˚ Spuqq ¨ uξ ` Bξpϕxuq.

Here
Bξpuq :“

ĳ

Q

σpx, yq ´ σpy, xqdxdy, with Q :“ p´8, 0q ˆ p0,8q (10)

and
σpx, yq :“ ∇nL

`

x, u, u1,K ˚ Spuq
˘
ˇ

ˇ

x
¨Kpx´ yq

`

DSpuquξ
˘
ˇ

ˇ

y
.

Then x ÞÑ Cξpuqpxq is constant, for any u P CRb pR,Rdq which solves (9).

Proof. Note that the integrand of Ab
apexpepτξq ‚ uq is C1 with respect to τ , hence we can differentiate under the

integral sign. We find

0 “ DApu, a, bqpuξ, aξ, bξq “
d

dτ
Apexpepτξq ‚ pu, a, bqq

ˇ

ˇ

ˇ

ˇ

τ“0

“ L
`

x, upxq, u1pxq,K ˚ Spuqpxq
˘

1ξ
ˇ

ˇ

b

x“a

`

ż b

a

∇uLpx, u, u
1,K ˚ Spuqq ¨ uξ `∇vLpx, u, u

1,K ˚ Spuqq ¨ u1ξ dx

`

ż b

a

∇nL
`

x, u, u1,K ˚ Spuq
˘

¨K ˚DSpuquξ dx.

(11)

Upon integration by parts, we find

ż b

a

∇vLpx, u, u
1,K ˚ Spuqq ¨ u1ξ dx “ ∇vLpx, u, u

1,K ˚ Spuqq ¨ uξ
ˇ

ˇ

b

x“a
´

ż b

a

Bx∇vLpx, u, u
1,K ˚ Spuqq ¨ uξ dx. (12)

Inserting this back into (11), and using that u solves (9), we find

0 “ L
`

x, upxq, u1pxq,K ˚ Spuqpxq
˘

1ξ
ˇ

ˇ

b

x“a
` ∇vLpx, u, u

1,K ˚ Spuqq ¨ uξ
ˇ

ˇ

b

x“a

`

ż b

a

∇nL
`

x, u, u1,K ˚ Spuq
˘

¨K ˚DSpuquξ ´DSpuq
TK ˚∇nL

`

x, u, u1,K ˚ Spuq
˘

¨ uξ dx. (13)

We will now express the last integral as a boundary term, that is, we need to find a map Bξ such that

ż b

a

∇nL
`

x, u, u1,K ˚ Spuq
˘

¨K ˚DSpuquξ ´DSpuq
TK ˚∇nL

`

x, u, u1,K ˚ Spuq
˘

¨ uξ dx

“ Bξpϕbuq ´ Bξpϕauq.

This can be interpreted as a nonlocal analogue of Green’s formula, similar to the nonlocal vector calculus developed
in [23]. We note that the cited work cannot be applied directly, because the integrand

∇nL
`

x, u, u1,K ˚ Spuq
˘

¨K ˚DSpuquξ ´DSpuq
TK ˚∇nL

`

x, u, u1,K ˚ Spuq
˘

¨ uξ
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is not integrable over R. We note that

ż b

a

∇nL
`

x, u, u1,K ˚ Spuq
˘

¨K ˚DSpuquξ ´DSpuq
TK ˚∇nL

`

x, u, u1,K ˚ Spuq
˘

¨ uξ dx

“

ż b

a

ż

R

σpx, yq ´ σpy, xqdy dx.

The geometric rationale for the transformation of the integral into boundary terms is depicted in Figure 1.
Let spx, yq :“ σpx, yq ´ σpy, xq. We now decompose the iterated integral into three integrals over the domains
Ωa “ pa, bq ˆ p´8, aq, Ω0 “ pa, bq ˆ pa, bq, and Ωb “ pa, bq ˆ pb,8q. Let Ψ : R2 Ñ R2 be the reflection around the
diagonal: Ψpx, yq “ py, xq. Then Ψ´1pΩ0q “ Ω0 and s ˝Ψ “ ´s, hence

ĳ

Ω0

σpx, yq ´ σpy, xqdxdy “

ĳ

Ψ´1pΩ0q

s ˝Ψ dx dy “ ´

ĳ

Ω0

sdxdy “ 0.

Moreover, if we let Qτ :“ p´8, τq ˆ pτ,8q, then

Ψ´1pΩaq “ Qa r pQa XQbq, Ωb “ Qb r pQa XQbq.

The conditions imposed on K in Hypothesis (K) ensure that s is integrable over Qτ , for each τ P R. Indeed,
reparameterizing Q0 by

x “ pr ` sq{2, r ă 0,

y “ ps´ rq{2, r ă s ă ´r,

we find
ĳ

Qτ

}Kpx´ yq}dxdy “

ĳ

Q0

}Kpx´ yq}dxdy “
1

2

ż

ră0

ż

|s|ă|r|

}Kprq}dsdr

“

ż

ră0

|r|}Kprq}dr “
1

2

ż

R

|r|}Kprq}dr,

(14)

which is finite by assumption.
We now have

ĳ

Ωa

sdxdy “

ĳ

Qa

s ˝Ψ dx dy ´

ĳ

QaXQb

s ˝Ψ dxdy “ ´

ĳ

Qa

sdx dy `

ĳ

QaXQb

sdxdy,

and
ĳ

Ωb

sdxdy “

ĳ

Qb

sdxdy ´

ĳ

QaXQb

sdxdy.

Therefore,
ĳ

pa,bqˆR

sdxdy “

ĳ

Ωa

sdxdy `

ĳ

Ωb

sdxdy “

ĳ

Qb

sdxdy ´

ĳ

Qa

sdxdy.

Then note that
ĳ

Qτ

sdx dy “

ĳ

Q0

spx` τ, y ` τqdx dy “ Bξpϕτuq.

The last identity follows because the action of ξ commutes with the R-action of ϕτ . After collecting the various
terms, the claimed result follows.
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`

a b x

y

Iba

`

`

a b x

y

`

´ a b x

y

`

´ a b x

y

Bξpϕauq

Bξpϕbuq

Figure 1: Transformation of Iba :“
ť

Ω0
spx, yq dV into boundary terms Bξpϕτuq

ˇ

ˇ

b

τ“a
. From left to right, we show the original domain

of integration, then the square pa, bq2 can be removed by skew symmetry of the integrand, then, using the skew symmetry, the domain
of integration is transformed. On the right, the resulting difference of integrals coincides with the difference of the boundary terms,
adding and subtracting the checkered region.

Remark 2.6. We note here that the Noether theorem is in general not valid for discontinuous solutions. As an
example, consider the stationary nonlocal Allen-Cahn equation

0 “ dp´u`K ˚ uq ` fapuq, (15)

where K is a positive, smooth kernel with
ş

Kpxqdx “ 1, d ą 0 is a coupling constant, and fapuq “ up1´uqpu´aq.
The results from [2, 7] show that for 0 ă d ă 1{4, there exist open intervals pa´pdq, a`pdqq Ă p0, 1q such that the
following holds. For any a P pa´pdq, a`pdqq, equation (15) has a solution u with precisely one jump discontinuity,
and such that limxÑ´8 upxq “ 1, limxÑ8 upxq “ 0. The conserved quantity corresponding to the translational
symmetry in (15) is given by Cξpuqpxq “ Hpϕxuq, where

Hpuq “
ˆ

d

2
u2 ´ Fapuq ´

d

2
uK ˚ u

˙
ˇ

ˇ

ˇ

ˇ

x“0

`
d

2

ĳ

Q

Kpx´ yq

ˆ

upxqu1pyq ´ u1pxqupyq

˙

dxdy,

with Fapuq “
şu

0
fapsqds. But Hp0q “ ´Fap0q ‰ ´Fap1q “ Hp1q for a ‰ 1{2. In particular, Theorem 2.5 does not

hold in this case of a discontinuous solution. l

3 Hamiltonian equations

We further pursue the Noetherian formalism developed in Section 2 to interpret the conserved quantity associ-
ated with the translations as the Hamiltonian and construct the symplectic structure that formally associates the
Hamiltonian with the vector field generating the translations in Section 3.1. The symplectic structure may well
be degenerate and the Hamiltonian structure is understood only formally. Section 3.2 shows that the symplectic
structure is automatically non-degenerate on finite-dimensional center manifolds as constructed in [20].

3.1 Symplectic formalism

In the remainder of this paper, we restrict attention to a somewhat smaller class of Lagrangians, satisfying the
following hypothesis.

Hypothesis (L). The Lagrangian L is of the form

Lpu, v, nq “ Epu, vq `
1

2
Spuq ¨ n,

where E P C2pRd ˆRd,Rq.

10



The corresponding Euler-Lagrange equation (9) is of the form

´ Bx∇vEpu, u
1q `∇uEpu, u

1q `DSpuqTK ˚ Spuq “ 0. (16)

Define the function H by

Hpuq :“ ´

ˆ

Epu, u1q ´∇vEpu, u
1q ¨ u1 `

1

2
Spuq ¨K ˚ Spuq

˙
ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ĳ

Q

Spupxqq ¨Kpx´ yqDSpupyqqu1pyq ´ Spupyqq ¨Kpx´ yqDSpupxqqu1pxqdxdy,

where Q :“ p´8, 0q ˆ p0,8q is the upper left quadrant as in Theorem 2.5. We note that the symmetry group
G of (16) contains the pure translations tIdu ˆ R. Let ξ “ p0, 1q P g, so that uξ “ u1 and 1ξ “ ´1. Then
Hpϕτuq “ Cξpuqpτq, where Cξ is the conserved quantity obtained in Theorem 2.5. An immediate consequence of
Theorem2.5 is then the following.

Corollary 3.1 (Integral of motion). The quantity H is conserved under the shift action ϕτ on the solutions of
(16), that is,

d

dτ
Hpϕτuq “ 0, for any u solving (16).

Since H corresponds to the translational symmetry of (16) it is natural to think of H as the Hamiltonian of the
system (16). This raises the question whether the shift dynamics is Hamiltonian in a suitable sense. It turns out
that this is the case, at least formally, via a symplectic formalism.

Geometric setup. Before we introduce the relevant structures, let us briefly motivate the formalism we have in
mind. Say M is a translation invariant set of functions u : RÑ Rd solving (16), and suppose that in some suitable
topology M comes equipped with the structure of a smooth manifold. A presymplectic form ω is a closed 2-form
on M, i.e., for each u PM it defines a skew-symmetric bilinear form on TuM. If in addition ω is nondegenerate, it
is called a symplectic form. One can then define the Hamiltonian flow X τ

H on the domain of definition of DH, by
solving

BτX τ
H “ VH ˝ X τ

H, where ´DHpuq “ ωu
`

VHpuq, ¨
˘

.

The aim is to find ω such that VHpuq “ u1, so that the shift symmetry X τ
Hpuq “ ϕτu is retrieved from the

Hamiltonian flow of H.
The construction of a symplectic manifold pM, ωq consisting of solutions of (16) is, in general, an open question. We
will address this question further in Section 3.2, where such a manifold is constructed for small amplitude solutions
near (linear) center fixed points. Instead of pursuing this matter further, in the current section we take M to be a
function space, say, C1

b pR,R
dq. Since solutions of (16) only form a small subset of C1

b pR,R
dq, in general it seems

unlikely that here exists a symplectic structure defined on all of C1
b pR,R

dq such that the Hamiltonian flow of H is
the shift action ϕτ . Instead we look for a presymplectic structure ω on C1

b pR,R
dq such that

´DHpuq “ ωupu
1, ¨q, for any u solving (16).

We will describe such a structure in the next paragraph. If one obtains a manifold M consisting of solutions of
(16), the presymplectic structure is expected to restrict to a symplectic structure on M. This is exemplified by the
center manifold theory in Section 3.2.
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Presymplectic structure. We will define an exact presymplectic structure on C1
b pR,R

dq, hence we start with
defining a 1-form λ on C1

b pR,R
dq. For u P C1

b pR,R
dq, define λnu : TuC

1
b pR,R

dq Ñ R by

λnupvq :“

ĳ

Q

vpxq ¨DSpupxqqTKpx´ yqSpupyqq dxdy, v P TuC
1
b pR,R

dq “ C1
b pR,R

dq, (17)

with Q “ p´8, 0q ˆ p0,8q. In light of Hypothesis (K), the integral is convergent, cf. (14). Note that λn is C1 in
both u and v. Set ωn :“ dλn, that is,

ωnupv, wq :“ Durλ
n
upvqspwq ´Durλ

n
upwqspvq, v, w P TuC

1
b pR,R

dq “ C1
b pR,R

dq.

For readers familiar with exterior calculus we note that this expression follows from the usual invariant formula for
exterior derivatives [30], which involves Lie derivatives along vector fields, by considering vector fields obtained by
constant extensions of the tangent vectors v and w, which is possible since our base manifold is a vector space.
A brief computation shows that

ωnupv, wq “

ĳ

Q

vpxq ¨Axypuqwpyq ´ vpyq ¨Ayxpuqwpxqdxdy,

where
Axypuq :“ DSpupxqqTKpx´ yqDSpupyqq.

Thus we have defined an exact 2-form ωn on C1
b pR,R

dq.
We define another 1-form λloc

u : TuC
1
b pR,R

dq Ñ R by

λloc
u pvq “ ´

ˆ

∇vEpu, u
1q ¨ v

˙
ˇ

ˇ

ˇ

ˇ

x“0

, v P TuC
1
b pR,R

dq “ C1
b pR,R

dq. (18)

Then define a 2-form ωloc
u :“ dλloc

v , that is,

ωloc
u pv, wq :“

ˆ

w ¨∇2
vEpu, u

1qv1 ´ v ¨∇2
vEpu, u

1qw1 ` w ¨∇u∇vEpu, u
1qv ´ v ¨∇u∇vEpu, u

1qw

˙
ˇ

ˇ

ˇ

ˇ

x“0

.

Definition 3.2 (Exact presymplectic structure). Associated with (16), define the exact presymplectic struc-
ture ω on C1

b pR,R
dq as

ω :“ dλ “ ωn ` ωloc, where λ :“ λn ` λloc,

with λn, λloc given in (17), (18), respectively.

Lemma 3.3 (Formal Hamiltonian dynamics). Let u P CRb pR,R
dq be a solution of (16). For any

v P TuC
1
b pR,R

dq “ C1
b pR,R

dq we have
´DHpuqv “ ωupu

1, vq. (19)

Proof. Let u P CRb pR,R
dq, v P TuC1

b pR,R
dq “ C1

b pR,R
dq be arbitrary. Note that

Hpuq “ ´
ˆ

Epu, u1q ´∇vEpu, u
1q ¨ u1 `

1

2
Spuq ¨K ˚ Spuq

˙ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ĳ

Q

Spupxqq ¨Kpx´ yqDSpupyqqu1pyqdx dy

´
1

2

ĳ

Q

Spupyqq ¨Kpx´ yqDSpupxqqu1pxqdxdy

“ ´

ˆ

Epu, u1q `
1

2
Spuq ¨K ˚ Spuq

˙
ˇ

ˇ

ˇ

ˇ

x“0

´ λloc
u pu

1q

´
1

2
λnupu

1q `
1

2

ĳ

Q

Spupxqq ¨Kpx´ yqDSpupyqqu1pyqdxdy.
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To evaluate the last term, let Kε P C
8pR,MpRdqq, ε ą 0 be such that Kε satisfies hypothesis (K), and in addition,

ż

R

p1` |r|q |K 1εprq|dr ă 8, lim
εÑ0

}Kε ´K}L1pR,MpRdqq “ 0.

Using integration by parts, the last term is transformed

1

2

ĳ

Q

Spupxqq ¨Kεpx´ yqDSpupyqqu
1pyqdxdy

“
1

2

ż

xă0

ż

yą0

Spupxqq ¨Kεpx´ yqBySpupyqqdxdy

“ ´
1

2
Spuq ¨Kε ˚ pΘ´Spuqq

ˇ

ˇ

ˇ

ˇ

x“0

´
1

2

ż

xă0

ż

yą0

Spupxqq ¨
`

ByKεpx´ yq
˘

Spupyqqdy dx

“ ´
1

2
Spuq ¨Kε ˚ pΘ´Spuqq

ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ż

yą0

ż

xă0

Spupxqq ¨
`

BxKεpx´ yq
˘

Spupyqqdxdy

“ ´
1

2
Spuq ¨Kε ˚ pΘ´Spuqq

ˇ

ˇ

ˇ

ˇ

x“0

`
1

2
Spuq ¨Kε ˚ pΘ`Spuqq

ˇ

ˇ

ˇ

ˇ

x“0

´
1

2

ż

yą0

ż

xă0

DSpupxqqu1pxq ¨Kεpx´ yqSpupyqqdy dx

where Θ`pxq “ 0 for x ă 0, Θ`pxq “ 1 for x ě 0, and Θ´ “ 1´Θ`. Letting εÑ 0 in the final identity, we obtain

1

2

ĳ

Q

Spupxqq ¨Kpx´ yqDSpupyqqu1pyqdxdy “
1

2

ˆ

Spuq ¨K ˚ pΘ`Spuqq ´ Spuq ¨K ˚ pΘ´Spuqq

˙
ˇ

ˇ

ˇ

ˇ

x“0

´
1

2
λnupu

1q,

(20)
and thereby we obtain the fundamental relation between H and λ “ λloc ` λn,

Hpuq “ ´
ˆ

Epu, u1q ` Spuq ¨K ˚ pΘ´Spuqq

˙
ˇ

ˇ

ˇ

ˇ

x“0

´ λupu
1q.

For the derivative we now obtain the expression

´DHpuqv “
ˆ

∇uEpu, u
1q ¨ v `∇vEpu, u

1q ¨ v1
˙
ˇ

ˇ

ˇ

ˇ

x“0

`Du

`

λloc
u pu

1q
˘

v

`

ˆ

DSpuqTK ˚ pΘ´Spuqq ¨ v ` Spuq ¨K ˚ pΘ´DSpuqvq

˙
ˇ

ˇ

ˇ

ˇ

x“0

`Du

`

λnupu
1q
˘

v.

(21)

Recalling the definition of ωloc “ dλloc, we have

Du

`

λloc
u pu

1q
˘

v “ ωloc
u pu

1, vq `Du

`

λloc
u pvq

˘

u1 ` λloc
u pv

1q.

Now note that
Du

`

λloc
u pvq

˘

u1 ` λloc
u pv

1q “ ´

ˆ

Bx∇vEpu, u
1q ¨ v `∇vEpu, u

1q ¨ v1
˙
ˇ

ˇ

ˇ

ˇ

x“0

,

hence
ˆ

∇uEpu, u
1q ¨ v `∇vEpu, u

1q ¨ v1
˙
ˇ

ˇ

ˇ

ˇ

x“0

`Du

`

λloc
u pu

1q
˘

v

“

ˆ

´ Bx∇vEpu, u
1q `∇uEpu, u

1q

˙
ˇ

ˇ

ˇ

ˇ

x“0

¨ vp0q ` ωloc
u pu

1, vq. (22)

Computations similar to (20) show

Du

`

λnupvq
˘

u1 ` λnupv
1q “

ˆ

DSpuqTK ˚ pΘ`Spuqq ¨ v ´ Spuq ¨K ˚ pΘ´DSpuqvq

˙
ˇ

ˇ

ˇ

ˇ

x“0

.

13



Since Du

`

λnupu
1q
˘

v “ ωnupu
1, vq `Du

`

λnupvq
˘

u1 ` λnupv
1q, it follows that

ˆ

DSpuqTK ˚ pΘ´Spuqq ¨ v ` Spuq ¨K ˚ pΘ´DSpuqvq

˙
ˇ

ˇ

ˇ

ˇ

x“0

`Du

`

λnupu
1q
˘

v

“

ˆ

DSpuqTK ˚ Spuq

˙
ˇ

ˇ

ˇ

ˇ

x“0

¨ vp0q ` ωnupu
1, vq. (23)

Combining (21), (22), and (23), we obtain

´DHpuqv “ ωupu
1, vq `

ˆ

´ Bx∇vEpu, u
1q `∇uEpu, u

1q `DSpuqTK ˚ Spuq

˙
ˇ

ˇ

ˇ

ˇ

x“0

¨ vp0q.

From this the claimed result readily follows.

Remark 3.4. In general, ω is degenerate as a 2-form on C1
b pR,R

dq. To illustrate this, consider the following
example. Suppose the kernel has compact support, say, suppK Ă r´1, 1s. Let v have support supp v Ă Rr r´1, 1s.
Then ωupv, ¨q “ 0, and this is true for any u. This degeneracy can be interpreted in several ways. First, when
(formally) deriving (19), we notice that the relation holds with u1 ÞÑ u1 ` θ as long as supp θ Ă R r r´1, 1s, such
that the evolution equation is posed on r´1, 1s, only, in the sense that the Hamiltonian formalism gives conditions
on this interval, only. This is most apparent in the oversimplified case of Kpxq “ δpx ´ 1q ` δpx ` 1q, for which
the equation decouples into a family of two-term recursions. Clearly, bounded solutions can be found by solving an
initial value problem with initial conditions given on x P r´1, 1q. The Hamiltonian equation on this interval can
then be used to continue solutions beyond the interval. For equations including derivatives, for instance equations
for breathers in nonlinear chains of oscillators, the resulting equations can still be viewed as evolution equations
on an interval [27], which is however ill-posed. In our point of view, we understand dynamics as shifts on the set
of bounded solutions without attempting to pose an initial-value problem. The Hamiltonian equation, formally
derived here, would almost always be ill-posed. The absence of strong degeneracies for infinite-range kernels hints
in this sense at the fact that no simple reduced formulation as a possibly ill-posed initial-value problem is avilable.l

3.2 Local nondegeneracy of ω — center manifold reduction

We start this section with a brief summary of how the result from [20] can be applied to equations of the form
(16), to obtain a finite dimensional center manifold M0, with the key property that all small solutions of (16) are
contained in M0. Since ω is typically degenerate on the ambient function space, our setup is somewhat different
than the one considered in [34]. Nevertheless, we will show that the restriction of ω to M0 is locally nondegenerate,
by explicit computations on the tangent space T0M0. Consequently, the center manifold M0 naturally comes
equipped with a symplectic structure ω, under which the induced Hamiltonian flow of H is the shift flow ϕτ .

Construction of the center manifold. We will now summarize how the result from [20] can be applied to
equations of the form (16). To do so, the equation (16) needs to be recast in the form T u ` Fpuq “ 0, posed on
weighted Sobolev spaces allowing for exponential growth, where T u “ u`J ˚u for some (not necessarily symmetric)
J . Given η P R, 1 ď p ď 8, k P NY t0u, let

W k,p
η pR,Rdq :“

!

u P LplocpR,R
dq : eηxxyBjxupxq P L

ppR,Rdq, 0 ď j ď k
)

, LpηpR,R
dq :“W 0,p

η pR,Rdq,

were xxy :“
?

1` x2. From Morrey’s inequality we have, for any k P NY t0u, 1 ă p ď 8, and η ď 0, and suitable
constants Ck,p,η that

}u}Ckb pR,Rdq ď Ck,p,η sup
τPR

}ϕτu}Wk`1,p
η pR,Rdq

. (24)

We impose the following restriction upon (16).
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Hypothesis (C1). The zero function is a solution of (16), that is,

∇uEp0, 0q `DSp0q
Tκ0Sp0q “ 0, with κ0 :“

ż

R

Kprqdr.

In addition, we impose a local ellipticity condition. Define the principal symbol Σp : CÑMpRdq of (16) at u “ 0

through
Σppνq :“ ´∇2

vEp0, 0qν
2 `∇2

uEp0, 0q `D
2Sp0qTκ0Sp0q. (25)

Let us also introduce the full symbol Σ : CÑMpRdq of (16) at u “ 0, defined through

Σpνq :“ Σppνq `DSp0q
T
pKpνqDSp0q, where pKpνq :“

ż

R

e´νxKpxqdx. (26)

The exponential decay of K ensures that pKpνq is analytic in a strip around iR. Note that the linearization of (16)
at u “ 0 takes the form

ΣppBxqu`
`

DSp0qTKDSp0q
˘

˚ u “ 0,

and Σpνqpupνq “ 0 is the (complex) Fourier transform of this equation.

Hypothesis (C2). We assume that det Σppνq ‰ 0 for all ν P iR. Furthermore, if Epu, vq is not constant in v, we
require that the map

λ ÞÑ |λ|2}Σppiλq
´1}, with λ P R,

is uniformly bounded.

Our last hypothesis is concerned with smoothness of the pointwise evaluations and localization of the kernel.

Hypothesis (C3). (1) The kernel K is exponentially localized, K PW 1,1
η0 pR,MpRdqq for some η0 ą 0.

(2) The function S is of class Ck`R`2, k ě 2.

(3) The function E is of class Ck`2R`1 smooth, k ě 2.
Here R P t1, 2u is as in Definition 2.1.

Now now recast equation (16) in the form T u` Fpuq “ 0, where

T u :“ u` ΣppBxq
´1

`

DSp0qTKDSp0q
˘

˚ u,

and

Fpuq :“ΣppBxq
´1

ˆ

´
`

∇2
vEpu, u

1q ´∇2
vEp0, 0q

˘

u2 ´
`

∇u∇vEpu, u
1q ´∇u∇vEp0, 0q

˘

u1

`
`

∇uEpu, u
1q ´∇2

uEp0, 0qu
˘

`
`

DSpuqTK ˚ Spuq ´D2Sp0qTκ0Sp0qu´ pDSp0q
TKDSp0qq ˚ u

˘

˙

.

(27)

Note that ellipticity of Σ ensures that F is locally Ck`R`1´r on W r,8pR,Rdq, for R ď r ď k ` R ´ 1. Our
hypotheses ensure that the maps T and F satisfy Hypotheses (H1) and (H2) from [20]. As usual, the global center
manifold is only defined for sufficiently small nonlinearities F . A local center manifold is then defined by modifying
the original nonlinearity F outside of a small neighborhood of 0. We want to point out that in this setting, this
modification can be made without destroying the variational structure. Indeed, define smooth cutoff functions
χε : RÑ R by setting

χ1pxq :“

$

&

%

1 if |x| ď 1,

0 if |x| ě 2,
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and
χεpxq :“ χ1px{εq.

Then replace E and S in (16) by Eεpu, vq :“ χεp|pu, vq|qEpu, vq and Sεpuq :“ χεpuqSpuq, respectively. Now let Fε

be as in (27), with E and S replaced by Eε and Sε. For sufficiently small ε ą 0, such a modified nonlinearity will
satisfy the smallness assumptions needed in the center manifold theorem.
The construction of the center manifold itself can then be summarized as follows. First, choose r such
that R ď r ď k ` R ´ 1. We will expand the center manifold as a subspace of W r,2

´δ pR,R
dq. One sets

E0 :“ kerpT q Ă W r,2
´η pR,R

dq for 0 ă η ă η0. To avoid trivial situations, we will assume E0 ‰ t0u. It follows
from the exponentially localized behavior of K that E0 is finite dimensional, independent of η for sufficiently small
η, and the dimension is given by the algebraic count of the number of solutions (counting multiplicity) of the
characteristic equation

det Σpνq “ 0, where ν “ i` P iR. (28)

Here Σ is the full symbol defined in (26).
One has the freedom to choose a projection Q : W r,2

´η pR,R
dq Ñ W r,2

´η pR,R
dq onto E0. This projection should be

equivariant with respect to the shift map ϕτ . Furthermore, the projection Q has to be constructed in a way which
is independent of the weight η ą 0. We remark that such a projection always exists, and the particular choice does
not influence the abstract results in this section and the next, however from a computational viewpoint certain
choices can be favorable. Then there exists a δ ą 0 and a Ck`R`1´r smooth map

Ψ : E0 Ñ kerQ ĂW r,2
´δ pR,R

dq, Ψp0q “ 0, DΨp0q “ 0,

such that the graph
M0 :“ tu0 `Ψpu0q : u0 P E0u

consists precisely of the solutions u P W r,2
´δ pR,R

dq to the modified equation T u` Fεpuq “ 0. Furthermore, Ψ

commutes with the shift map, Ψ ˝ ϕτ “ ϕτΨ. Any solution u P W r,2
´δ pR,R

dq of equation (16), which is sufficiently
small, in the sense that }u}CR´1

b pR,Rdq
ă ε, is contained in M0, simply because such a u will solve the modified

equation T u` Fεpuq “ 0. Conversely, in light of inequality (24), if u PM0 whose entire orbit

γpuq :“
ď

τPR

tϕτuu

is sufficiently small in W r,2
´η pR,R

dq, it follows that u solves (16).

Symplectic structure on the center manifold. We next construct an explicit basis for E0 in which we establish
nondegeneracy of ω0 restricted to E0. Let ν1, . . . , νn denote the roots of the characteristic equation (28), which lie
in the upper half plane, that is νj “ i`j with `j ě 0. Given 1 ď j ď n, let γj :“ dim ker Σpνjq, and choose a real
basis ej,1, . . . , ej,γj for ker Σpνjq. We now impose the following restriction upon Σ.

Hypothesis (C4). For each 1 ď j ď n and 1 ď k ď γj , there exists a nj,k P N such that

Σpνqej,k “
1

nj,k!
Σpnj,kqpνjqpν ´ νjq

nj,kej,k `O
`

|ν ´ νj |
nj,k`1

˘

as ν Ñ νj .

Given 1 ď k ď γj and 0 ď l ď nj,k ´ 1, define

ψj,k,lpxq :“ xl
`

cos
`

`jx
˘

` sin
`

`jx
˘˘

ej,k.

Then define the conjugate vector ψ˚j,k,l by

ψ˚j,k,lpxq :“

$

&

%

xnj,k´l´1
`

cos
`

`jx
˘

` sin
`

`jx
˘˘

ej,k if nj,k is even,

xnj,k´l´1
`

cos
`

`jx
˘

´ sin
`

`jx
˘˘

ej,k if nj,k is odd.
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Lemma 3.5. The system of vectors

B :“
 

ψj,k,l, ψ
˚
j,k,l : 1 ď j ď n, 1 ď k ď γj , 0 ď l ď nj,k ´ 1

(

is a basis for E0.

Proof. Note that by symmetry of K, if νj “ 0 for some 1 ď j ď n, then nj,k is even, for each 1 ď k ď γj . Hence
the vectors always come in pairs pψj,k,l, ψ˚j,k,lq, with ψj,k,l and ψ

˚
j,k,l linearly independent. Taking the distributional

complex Fourier transform of T ψj,k,l, we get

Σppνjq {T ψj,k,l “

$

&

%

Σplqpνjqej,k if l is even,

´iΣplqpνjqej,k if l is odd.

Hence, by Hypothesis (C4), we have ψj,k,l P E0, and, similarly, we find ψ˚j,k,l P E0. We note that αj :“ nj,1`¨ ¨ ¨`nj,k

is the algebraic multiplicity of the root νj of the characteristic equation (28). Since dim E0 is given by the number
of roots of (28), counting multiplicity, we conclude that the system of vectors B forms a basis for E0.

The vectors ψj,k,l, ψ˚j,k,l turn out to be each other’s symplectic dual. In preparation to proving this fact, we have
the following useful lemma.

Lemma 3.6. Fix p, q P NY t0u. Suppose f : R2 Ñ R is of the form

fpx, yq “ gpx´ yq ` hpx` yq, where g, h P L2
´ηpR,Rq,

with g and h of the form

gprq “ ´gp´rq, hprq “ hp´rq, if p` q is even,
gprq “ gp´rq, hprq “ ´hp´rq, if p` q is odd.

Then
ĳ

Q

ˆ

xpyqfpx, yq ´ xqypfpy, xq

˙

Kpx´ yqdx dy “ Cp,q

ż

R

rp`q`1gprqKprqdr,

where
Cp,q :“

p´1qq

2p`q

ÿ

0ďmďp
0ďnďq

ˆ

p

m

˙ˆ

q

n

˙

σm,n
m` n` 1

,

with

σm,n :“

$

&

%

p´1qm`1 if m` n is even,

0 if m` n is odd.

In particular,
ĳ

Q

ˆ

xpyq ´ xqyp
˙

Kpx´ yqdxdy “ Cp,q pK
pp`q`1qp0q.

Proof. Let s : R2 Ñ R2 be the reflection in the anti-diagonal, that is, spx, yq “ ´py, xq. Let s˚ denote the induced
action on functions F : R2 Ñ X, defined through the pullback relation

s˚F “ F ˝ s.

Then
s´1pQq “ Q, s˚

`

xqypfpx, yq
˘

“ ´xpyqgpx´ yq ` xpyqhpx` yq.
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Therefore,
ĳ

Q

ˆ

xpyqfpx, yq ´ xqypfpy, xq

˙

Kpx´ yqdx dy “ 2

ĳ

Q

xpyqgpx´ yqKpx´ yqdxdy. (29)

We now reparameterize Q by px, yq “ ppr ` sq{2, ps´ rq{2q where r ă 0, r ă s ă ´r. and compute,
ĳ

Q

xpyqgpx´ yqKpx´ yqdxdy “
1

2p`q`1

ż

ră0

ż

|s|ă|r|

ps` rqpps´ rqqgprqKprqdsdr

“
1

2p`q`1

ż

ră0

ż

|s|ă|r|

ˆ p
ÿ

m“0

ˆ

p

m

˙

rp´msm
˙ˆ p

ÿ

n“0

ˆ

q

n

˙

p´rqq´nsn
˙

gprqKprqdsdr

“
p´1qq

2p`q`1

ÿ

0ďmďp
0ďnďq

ˆ

p

m

˙ˆ

q

n

˙

p´1qn
ż

ră0

˜

ż

|s|ă|r|

sm`n ds

¸

rp`q´m´nfprqKprqdr

“
p´1qq

2p`q

ÿ

0ďmďp
0ďnďq

ˆ

p

m

˙ˆ

q

n

˙

σm,n
m` n` 1

ż

ră0

rp`q`1gprqKprqdr

“
1

2
Cp,q

ż

R

rp`q`1gprqKprqdr.

Combined with (29), the claim follows.

For future reference, we now collect the hypothesis from this section.

Hypothesis (Cω). Assume Hypotheses (C1), (C2), (C3), and (C4) are satisfied.

We are now prepared to show that the center manifold is locally symplectic.

Theorem 3.7 (Symplectic center manifold). Assume Hypothesis (Cω)and R ď r ď k ` R ´ 1. Then the
following holds.

(1) The center manifold M0 ĂW r,2
´δ pR,R

dq is Ck`R`1´r smooth, and the flow ϕτ is Ck`R´1´r smooth on M0.

(2) The Hamiltonian H and presymplectic form ω “ dλ have Ck`R`1´r smooth restrictions to M0.

(3) The presymplectic form ω is locally nondegenerate, hence symplectic.

Consequently, there exists δ ą 0, ε ą 0 so that if u P W r,2
´δ pR,R

dq solves (16), and }upxq}CR´1
b pR,Rdq

ă ε, then
u P M0. Furthermore, there exists an open neighborhood 0 P O Ă M0 on which the Hamiltonian flow X τ

H, given
by

BτX τ
H “ VH ˝ X τ

H, where ´DHpuq “ ωu
`

VHpuq, ¨
˘

,

is defined for small τ . Moreover, if R ď r ď k `R´ 2, we have VHpuq “ u1 and X τ
Hpuq “ ϕτu for all u P O.

Proof. We unfold a scale of center manifolds

Mr
0 ĂW r,2

´δ pR,R
dq, for R ď r ď k `R´ 1.

Then Mr
0 is a Ck`R`1´r smooth manifold. In particular, the manifold Mk`R´1

0 is C2 smooth, but the flow ϕτ is
only C0. Of course, given u PMk`R´1

0 , the curve τ ÞÑ ϕτu is Ck`R´1´r as a map from R into W r,2
´δ pR,R

dq. Now
we let

ιr,k`R´1 : W k`R´1
´δ pR,Rdq ãÑW r,2

´δ pR,R
dq
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denote the natural inclusion between Sobolev spaces. Then, it follows that ϕτ is a Ck`R´1´r smooth map in the
inherited topology on

ιr,k`R´1pMk`1
0 q ĂW r,2

´δ pR,R
dq.

It follows from the local uniqueness of the center manifold that

ιr,k`R´1pMk`R`r´1
0 q “Mr

0,

hence in particular it is Ck`R`1´r smooth. In particular, on M0 Ă WR,2
´δ pR,R

dq the flow ϕτ will always be at
least C1 smooth.
Concerning the extensions of H and ω “ dλ. we first recall that the modified equation T u ` Fεpuq “ 0 is again
of the form (16). Hence associated with the modified equation we obtain Hamiltonians Hε, and presymplectic
structures ωε “ dλε. We have Hpuq “ Hεpuq, and ωu “ ωεu, whenever u satisfies }upxq}CR´1

b pR,Rdq
ă ε. Since the

center manifold only contains relevant information about (16) for small amplitude solutions, we may thus without
loss of generality replace H and ω “ dλ with their localized counterparts.
Note that in the definition of λ and ω we have worked with spaces of uniformly bounded functions, but the center
manifold M0 is naturally unfolded in the exponentially weighted space W r,2

´η pR,R
dq. Repeating the definition of

λn and ωn, but this time using functions from W r,2
´δ pR,R

dq, one readily finds that the constructions are still valid,
provided that the maps

px, yq ÞÑ Spupxqq ¨Kpx´ yqDSpupyqqvpyq,

px, yq ÞÑ vpxq ¨DSpupxqqTKpx´ yqDSpupyqqwpyq

are integrable over px, yq P Q, for any u, v, w PW r,2
´δ pR,R

dq. This is clearly the case for the localized nonlinearities.
Consequently, λ and ω then extend to Ck`R`1´r structures on W r,2

´δ pR,R
dq. Similarly, we find that H extends to

a Ck`R`1´r smooth function on W r,2
´δ pR,R

dq.
Since ωu depends Ck`R`1´r smoothly on the base point u PM0, it suffices to check whether ω0 is nondegenerate
on T0M0 “ E0. Suppose first that nj,k is even. Then, with the help of Lemma 3.6, we have

ωn0
`

ψj,k,l, ψ
˚
j,k,l

˘

“ Cl,nj,k´l´1ej,k ¨DSp0q
T

ˆ
ż

R

rnj,k cosp`jrqKprqdr

˙

DSp0qej,k

“
1

2
Cl,nj,k´l´1ej,k ¨DSp0q

T
´

pKpnj,kqpνjq ` pKpnj,kqp´νjq
¯

DSp0qej,k

“ Cl,nj,k´l´1ej,k ¨DSp0q
T
pKpnj,kqpνjqDSp0qej,k

“ Cl,nj,k´l´1ej,k ¨

ˆ

Σpnj,kqpνjq ´ Σ
pnj,kq
p pνjq

˙

ej,k,

where we used that pKpνq “ pKp´νq. One observes that

ωloc
0

`

ψj,k,l, ψ
˚
j,k,l

˘

“ Σ
pnj,kq
p pνjq “ 0 whenever nj,k ě 3.

For nj,k “ 2, a case-by-case examination shows that

ωloc
0

`

ψj,k,l, ψ
˚
j,k,l

˘

“ Cl,nj,k´l´1ej,k ¨ Σ
pnj,kq
p pνjqej,k,

Consequently, by Hypothesis (C4),

ω0

`

ψj,k,l, ψ
˚
j,k,l

˘

“ Cl,nj,k´l´1ej,k ¨ Σ
pnj,kqpνjqej,k ‰ 0.

19



Similarly, when nj,k is odd, we have

ωn0
`

ψj,k,l, ψ
˚
j,k,l

˘

“ Cl,nj,k´l´1ej,k ¨DSp0q
T

ˆ
ż

R

rnj,k sinp`jrqKprqdr

˙

DSp0qej,k

“ ´iCl,nj,k´l´1ej,k ¨

ˆ

Σpnj,kqpνjq ´ Σ
pnj,kq
p pνjq

˙

ej,k.,

and
ωloc

0

`

ψj,k,l, ψ
˚
j,k,l

˘

“ ´iCl,nj,k´l´1ej,k ¨ Σ
pnj,kq
p pνjqej,k,

so that, again,
ω0

`

ψj,k,l, ψ
˚
j,k,l

˘

“ ´iCl,nj,k´l´1ej,k ¨ Σ
pnj,kqpνjqej,k ‰ 0.

This shows that ω0 is nondegenerate.
We obtain an open neighborhood 0 P O ĂW r,2

´η pR,R
dq on which ω is nondegenerate. We then obtain a Hamiltonian

flow X τ
H on O, induced by H via the symplectic form ω. If R ď r ď k`R´ 2, the flow ϕτ on M0 is differentiable,

so that u1 P TuM0 for any u P O. Consequently, in light of Lemma 3.3, we have VHpuq “ u1 and X τ
Hpuq “ ϕτu for

all u P O.

As a cautionary note, we want to point out here that the vectors ψj,k,l, ψ˚j,k,l are, in general, not in Darboux normal
form, as the following example illustrates.

Example 3.8. Let K : RÑ R be a kernel for which

Σprqp0q “ 0, Σp4qp0q ‰ 0, for 0 ď r ď 3,

and suppose
pKp6qp0q ‰ 0.

Basis vectors for E0 are then

ψlpxq :“ xl, ψ˚l pxq :“ x3´l, for 0 ď l ď 3,

One then readily finds

ω0

`

ψ2, ψ3

˘

“ ω0

`

ψ˚1 , ψ
˚
0

˘

“ ω0

`

ψ2, ψ
˚
0

˘

“ ω0

`

ψ˚1 , ψ3

˘

“ C2,3
pKp6qp0q ‰ 0. l

Symplectic structure on a parameter dependent center manifold. Suppose that K “ Kµ, E “ Eµ, and
S “ Sµ depend on a parameters µ “ pµ1, . . . , µsq P p´ε

1, ε1qs. We then impose the following conditions.

Hypothesis (Cµ). (1) In µ “ 0, hypothesis (C1) is satisfied, that is,

∇uE0p0, 0q `DS0p0q
Tκ0S0p0q “ 0.

(2) Hypothesis (C2) holds, uniformly in µ. More precisely, let Σppν;µq denote the principal symbol corresponding
to the parameter value µ. We demand that det Σppνq ‰ 0 for all ν P iR and µ P p´ε1, ε1qs. Furthermore, if
for some parameter µ P p´ε1, ε1qs the map Eµpu, vq is not constant in v, we require that the map

pλ, µq ÞÑ |λ|2}Σppiλ;µq´1}, with λ P R, µ P p´ε1, ε1qs,

is uniformly bounded.

(3) Hypothesis (C3) holds, with all estimates uniform in µ.
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(4) Hypothesis (C4) holds for µ “ 0.

(5) The maps Kµ, Eµ, and Sµ depend Ck`4 smoothly on the parameter µ.

As before, one then localizes the nonlinearities Eµ and Sµ, and recasts the modified equation into the form
Tµu` Fε

µpuq “ 0, where
Tµu “ u` ΣppBx; νq´1

`

DSµp0q
TKDSµp0q

˘

˚ u.

Then let E0 :“ ker T0 and choose a projection Q : WR,2
´η pR,Rq Ñ WR,2

´η pR,Rq onto E0, as before. After shrinking
ε1 if necessary, one then obtains a map

Ψ : E0 ˆ p´ε
1, ε1qs Ñ kerQ,

with Ψp0, 0q “ DuΨp0, 0q “ 0, such that

M0pµq :“ tu0 `Ψpu0, γ, µq : u0 P E0u , with µ P p´ε1, ε1qs,

consists precisely of the solutions u P WR,2
´δ pR,R

dq of the modified equation Tµu ` Fε
µpuq “ 0. Conversely, if

u PWR,2
´δ pR,R

dq is a solution of (16) corresponding to a parameter value |µ| ă ε1, and }u}CR´1
b

ă ε, it follows that
u PM0pµq. Thus, we have obtained a local reduction of the parameter dependent equation (16). Furthermore, the
results from Theorem 3.7 extend to the parameter dependent setting. Hence, we obtain Hamiltonians Hµ and local
symplectic forms ωµ “ dλµ on M0pµq, which are Ck in u PM0pµq as well as Ck smooth in the parameter µ. The
Hamiltonian flow of any such Hµ coincides with shift action ϕτ on M0pµq.

4 Dissipative equations

We adapt our formalism to traveling-wave equations, where the variational structure induces a gradient-like struc-
ture. Section 4.1 contains the general formalism and Section 4.2 contains adaptations to local center manifolds.

4.1 Gradient-like behavior

Let Γ P C0
b pR

d,MpRdqq take its values in the cone of positive definite d ˆ d-matrices. Formally consider the
equation ut “ ´Γpuq´1∇L2A8´8puq, which is a gradient flow on a Hilbert manifold M modeled over L2pR,Rdq,
with Riemannian metric given by

gupv, wq :“ xv,ΓpuqwyL2pR,Rdq, where v, w P TuM.

We make the traveling wave ansatz upt, xq “ upξq, ξ “ x´ ct, with c ‰ 0. This leads to an equation of the form

´ Bx∇vEpu, u
1q `∇uEpu, u

1q `DSpuqTK ˚ Spuqq “ cΓpuqu1, (30)

We will consider CR smooth solutions, where R “ 1 if ∇vL “ 0, or R “ 2 otherwise.
Since (30) is obtained by considering a gradient flow in a comoving frame, we expect (30) to be a gradient-like
system. Indeed, this turns out to be the case. Define the Lyapunov function L by

Lpuq :“ ´

ˆ

Epu, u1q ´∇vEpu, u
1q ¨ u1 `

1

2
Spuq ¨K ˚ Spuq

˙ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ĳ

Q

Spupxqq ¨Kpx´ yqDSpupyqqu1pyq ´ Spupyqq ¨Kpx´ yqDSpupxqqu1pxqdxdy.

We then have the following result.

21



Lemma 4.1 (Lyapunov function). The quantity L is monotone under the shift action ϕτ on solutions of (30),

Lpϕbuq ´ Lpϕauq “ ´c
ż b

a

Γpuqu1 ¨ u1 dx, for any u solving (30), and ´8 ă a ď b ă 8.

Proof. We note that the symmetry group G of (30) contains the pure translations tIdu ˆR. Let ξ “ p0, 1q P g,
so that uξ “ u1 and 1ξ “ ´1. Then Lpϕτuq “ Cξpuqpτq, where Cξ is the conserved quantity corresponding to ξ.
Inspecting the proof of Theorem 2.5, we note that the Euler-Lagrange equation (9) is used in (13), only. If u in
turn solves (30), we obtain

´ c

ż b

a

Γpuqu1 ¨ uξ dx “ L
`

x, upxq, u1pxq,K ˚ Spuqpxq
˘

1ξ
ˇ

ˇ

b

x“a
` ∇vLpx, u, u

1,K ˚ Spuqq ¨ uξ
ˇ

ˇ

b

x“a

`

ż b

a

∇nL
`

x, u, u1,K ˚ Spuq
˘

¨K ˚DSpuquξ ´DSpuq
TK ˚∇nL

`

x, u, u1,K ˚ Spuq
˘

¨ uξ dx.

The remainder of the proof of Theorem 2.5 transfers without changes, resulting in the desired expression

Cξpuqpbq ´ Cξpuqpaq “ ´
ż b

a

Γpuqu1 ¨ uξ dx.

We now impose the following additional conditions upon the Lagrangian L.

Hypothesis (G). (1) The functions E and S are CR`1 smooth.

(2) For all u, v, either ∇vEpu, vq “ 0, or ∇2
vEpu, vq is invertible. Here ∇2

vL denotes the Hessian with respect to
the variable v.

Definition 4.2 (α- and ω-limit sets). Given N Ă CRlocpR,R
dq, we define αpNq to be the α-limit set of

N with respect to the shift dynamics on CRlocpR,R
dq. Thus, αpNq consists of the accumulation points

of tϕτu : τ ă 0, u P Nu. Similarly, the ω-limit set ωpNq is defined as the set of accumulation points of
tϕτu : τ ą 0, u P Nu.

Theorem 4.3 (Gradient-like behavior). Assume L satisfies Hypothesis (G). Let u P CRb pR,R
dq be a solution

of (30), bounded in the CR´1
b pR,Rdq-norm. Then both αpuq and ωpuq are nonempty and consists solely of constant

functions. Furthermore, αpuq X ωpuq “ H, unless u is itself constant.

Proof. Let u be a bounded solution of (30) and consider the orbit

O :“
ď

τPR

tϕτuu.

By assumption, the set O is bounded in CR´1
b pR,Rdq. Using the hypothesis (G), an elliptic bootstrapping argument

allows us to conclude that O is bounded in CR`1
b pR,Rdq. Therefore, by the Arzelà–Ascoli theorem, O is precompact

in CRlocpR,R
dq.

Now note that, since K P L1pR,MpRdqq, the map

u ÞÑ K ˚ Spuq : E X CRlocpR,R
dq ÞÑ CRlocpR,R

dq

is continuous, for any bounded subset E Ă CRb pR,R
dq. Consequently, the map

u ÞÑ ´Bx∇vEpu, u
1q `∇uEpu, u

1q `DSpuqTK ˚ Spuqq ´ cΓpuqu1

is continuous from E X CRlocpR,R
dq into C0

locpR,R
dq. Hence, in particular, the accumulation points of O in

CRlocpR,R
dq are again CRb pR,R

dq-bounded solutions of (30). We denote the closure of O in CRlocpR,R
dq by O.
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We are now in a setup where we have a continuous flow pϕτ qτPR on a compact metric space O, where the flow
possesses a weak Lyapunov function L. Compactness of O ensures that ωpuq is nonempty. Since L is monotone
along the flow, it follows that it is constant on ωpuq. The ω-limit set is flow invariant, that is, if v P ωpuq then
ϕτv P ωpuq for all τ P R. Since L is constant on ωpuq, we have

d

dτ
Lpϕτvq “ ´cΓpvqv1pτq ¨ v1pτq “ 0, for all τ P R.

This tells us that ωpuq consist solely of constant functions. The same argument applies to αpuq. Clearly, if u is not
constant, then

Lpωpuqq “ lim
τÑ`8

Lpϕτuq ă lim
τÑ´8

Lpϕτuq “ Lpαpuqq,

hence in that case αpuq and ωpuq must be disjoint.

4.2 Extension to the center manifold

We now consider c ‰ 0 as a parameter in (30), and we expand a parameter dependent center manifold around c “ 0.
We allow for the maps K, E, S to depend on additional parameters µ P p´ε1, ε1qs as well. Define the principal
symbol Σp : Cˆ p´ε1, ε1qs`1 ÑMpRdq of (30) at u “ 0 by

Σppν; c, µq :“ ´∇2
vEµp0, 0qν

2 ´ cΓp0qν `∇2
uEµp0, 0q `D

2Sµp0q
Tκ0Sµp0q, (31)

where κ0 :“
ş

R
K0prqdr. Likewise, the full symbol Σ : Cˆ p´ε1, ε1qs`1 ÑMpRdq of (30) at u “ 0 is defined by

Σpν; c, µq :“ Σppν; c, µq `DSµp0q
T
pKµpνqDSµp0q. (32)

We then require the following.

Hypothesis (C21). We demand that det Σppν; c, µq ‰ 0 for all ν P iR, pc, µq P p´ε1, ε1qs`1. Furthermore, the map

pλ, c, µq ÞÑ |λ|}Σppiλ; c, µq´1}, with λ P R, pc, µq P p´ε1, ε1qs`1,

has to be uniformly bounded. If for some µ P p´ε1, ε1qs`1 the map Eµpu, vq is not constant in v, we require that
the map

pλ, c, µq ÞÑ |λ|2}Σppiλ; c, µq´1}, with λ P R, pc, µq P p´ε1, ε1qs`1,

is uniformly bounded.

Note that this is essentially a localized version of hypothesis (G). Thus, under hypothesis (C21), we find that small
amplitude solutions of (30) exhibit gradient-like behavior.
In addition to hypothesis (C21), we require that hypothesis (Cµ) is satisfied. We then obtain an unfolding of a
parameter dependent center manifold M0pc, µq, for |c|, |µ| ă ε1. Analogous to theorem 3.7, the Lyapunov functions
Lµ can be restricted Ck smoothly to M0pc, µq.

5 Applications

We study the four examples 1.1–1.4 with the methods developed in the previous three chapters.

23



5.1 Periodic stationary patterns in nonlocal Allen-Cahn equations

Recall from Example 1.1 the stationary nonlocal Allen-Cahn equation

´ κ0u`K ˚ u´∇F puq “ 0, (33)

where u : RÑ Rd, which possesses a variational structure, with Lagrangian

Lpu, nq “ Epuq `
1

2
u ¨ n, Epuq “ ´

1

2
u ¨ κ0u´ F puq.

Hamiltonian dynamics. Formally, (33) exhibits a Hamiltonian structure, given by the Hamiltonian

Hpuq “
ˆ

F puq `
1

2
u ¨ κ0u´

1

2
u ¨K ˚ u

˙
ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ĳ

Q

upxq ¨Kpx´ yqu1pyq ´ u1pxq ¨Kpx´ yqupyqdxdy,

where Q “ p´8, 0q ˆ p0,8q, and the presymplectic structure is given by

ωpv, wq “

ĳ

Q

vpxq ¨Kpx´ yqwpyq ´ wpxq ¨Kpx´ yqvpyqdxdy.

Center manifold reduction. Assume that the kernel K is exponentially localized, and that the nonlinearity
F P Ck`3, k ě 2. Moreover, suppose the following.

Hypothesis (Nondegenerate zero solution). We have

∇F p0q “ 0, and det
`

κ0 `∇2F p0q
˘

‰ 0.

The principal symbol Σp (25) and full symbol Σ (26) are

Σppνq “ ´κ0 ´∇2F p0q, Σpνq “ pKpνq ´ κ0 ´∇2F p0q.

Let i`1, . . . , i`N ,´i`1, . . . ,´i`N denote the roots, repeated according to multiplicity, of the characteristic equation

det Σpνq “ 0, where ν P iR. (34)

We then impose the following restriction.

Hypothesis (Nonresonant eigenvalues). Assume the roots of the characteristic equation (34) are nonresonant,
that is, there exists no 0 ‰ n P ZN such that p`1, . . . , `N q ¨ n “ 0.

Under these conditions, hypothesis (Cω) from section 3 is satisfied. We note that dim ker Σpνiq “ 1 for all 1 ď i ď N .
Choose 0 ‰ ei P ker Σpνiq, for each 1 ď i ď N . A basis for E0 :“ ker T is now given by

ψipxq “ sinp`ixqei, ψ˚i pxq “ cosp`ixqei, 1 ď i ď N.

We choose a suitable projection Q onto E0 Ă W 1,2
´η pR,R

dq as in the center manifold theorem, for example, an
orthogonal projection in a weighted L2 metric. We obtain a center manifold M0 ĂW 1,2

´δ pR,R
dq as the graph of a

Ck map Ψ : E0 Ñ kerQ. On the center subspace E0 we obtain a Hamiltonian H and local symplectic form w

Hpu0q :“ H
`

u0 `Ψpu0q
˘

, wu0
pv, wq :“ ω

`

v `DΨpu0qv, w `DΨpu0qw
˘

, for u0, v, w P E0.

Locally, we obtain the induced Hamiltonian flow χτH on E0, defined by

Bτχ
τ
H “ VH ˝ χ

τ
H , where ´DHpu0q “ wu0

pVHpu0q, ¨q.

The flow of χτH is conjugated, via the map id`Ψ, to the flow of ϕτ on M0.
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Existence of periodic solutions. We note that

VHpu0q “ BτQ
`

ϕτu0 ` ϕτΨpu0q
˘
ˇ

ˇ

τ“0
“ Q

`

u10 ` BτϕτΨpu0q|τ“0

˘

,

where we use that the flow ψτ on M0 is differentiable. Consequently,

DVHp0qw “ Q
`

w1 ` BτϕτDΨp0qw|τ“0

˘

“ w1, for any w P E0,

where we used that DΨp0q “ 0. Hence
DVHp0q “ Bx : E0 Ñ E0.

We then see that the eigenvalues and their algebraic multiplicity of the linearization DVHp0q coincide with the
roots of (34). The non-resonance condition then allows us to apply the Lyapunov center theorem, see [1]. The
theorem states that for each 1 ď i ď N , there exists a family ui,s0 P E0, s P p0, εq, of small periodic solutions of the
Hamiltonian flow χτH , such that

lim
sÑ0

sup
τPR

}χτHpu
i,s
0 q}E0 “ 0, lim

sÑ0
periodpui,s0 q “

2π

`i
.

In light of inequality (24), the corresponding periodic orbits

ui,s :“ ui,s0 `Ψpui,s0 q

on M0 will be of small amplitude, hence solutions of the unmodified equation (33).
In a similar spirit to the result from section 5.3, when a pair of eigenvalues coalesce, under suitable Krein signature
and nondegeneracy conditions, the birth of a homoclinic orbit through a Hamiltonian-Hopf bifurcation could be
detected. It is conceivable that, under suitable smoothness and twist assumptions, existence of invariant tori could
be established in a KAM type theorem.

5.2 Traveling fronts in neural field equations

Recall the equation for traveling waves in the neural field equation from Example 1.2,

´ cu1 “ ´u`K ˚ Sµpuq. (35)

We consider here the scalar case, u : RÑ R, Sµ : RÑ R, and c ‰ 0. The convolution kernel K is assumed to be
symmetric and exponentially localized, that is, Kprq “ Kp´rq and K PW 1,1

η0 pR,Rq for a sufficiently small η0 ą 0.
Furthermore, we assume that

κ0 :“

ż

R

Kprqdr ‰ 0.

The parameter dependent nonlinearity should be of the following form.

Hypothesis (Supercritical pitchfork bifurcation). The nonlinearity Sµ is Ck`3 smooth, k ě 2, and of the
form

Sµpuq “ u
`

µ` κ´1
0 ´ αu2

˘

`O
´

u2
`

|µ| ` |u|
˘2
¯

, as pu, µq Ñ p0, 0q,

with α ą 0.

With this assumption, the constant solutions of (35) undergo a supercritical pitchfork bifurcation as µ passes
through 0.
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Gradient-like behavior. Define smooth cutoff functions χε : RÑ R by setting

χ1pxq :“

$

&

%

1 if |x| ď 1,

0 if |x| ě 2,

and
χεpxq :“ χ1px{εq.

Then define a modified nonlinearity sµ by

sµpuq :“ χεpuqSµpuq ´ ε
`

1´ χεpuq
˘

u. (36)

Choosing ε ą 0 sufficiently small, we have, for some ε1 ą 0,

s1µpuq ă 0, for all u P R, µ P p´ε1, ε1q.

Then, for small amplitude solutions, (35) is equivalent to

´ cs1µpuqu
1 “ ´s1µpuqu` s

1
µpuqK ˚ sµpuq. (37)

This is of dissipative form as in equation (30), with

Lµpu, nq “ Eµpuq `
1

2
sµpuqn, where Eµpuq “ ´

ż u

0

s1µprqr dr,

Γpuq “ ´s1µpuq.

Hence, by lemma 4.1 we obtain a Lyapunov function

Lµpuq “ ´
ˆ

Eµpuq `
1

2
sµpuqK ˚ sµpuq

˙ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ĳ

Q

Kpx´ yq

ˆ

sµpupxqqs
1
µpupyqqu

1pyq ´ sµpupyqqs
1
µpupxqqu

1pxq

˙

dxdy. (38)

In light of theorem 4.3, solutions of the modified equation (37) have gradient-like behavior. Since the modified
equation (37) locally coincides with the original equation (35), we conclude that for small values of µ, small
amplitude solutions of (35) (with c ‰ 0) exhibit gradient-like behavior.

Center manifold reduction. The principal and full symbol from (31) and (32), respectively, are

Σppν; c, µq “
`

µ` κ´1
0

˘`

cν ´ 1
˘

, Σpν; c, µq “
`

µ` κ´1
0

˘`

cν ´ 1
˘

`
1

2

`

µ` κ´1
0

˘2
pKpνq.

We readily see that hypothesis (Cµ) is satisfied.
Note that ν “ 0 is always a double root of the characteristic equation Σpν; 0, 0q “ 0. Now impose the following
restriction upon K.

Hypothesis (Unfolding of the kernel). Assume that

Σpν; c, µq “ pν2 ` cν ´ µqdpν; c, µq,

where dpν; c, µq ‰ 0 for all ν P iR and |c|, |µ| ă ε1, for some ε1 ą 0.
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A basis for E0 :“ ker T0,0 is now given by

e0pxq “ 1, e1pxq “ x.

We define the projection Q onto E0 by
Qu :“ up0qe0 ` u

1p0qe1.

This projection extends to W 2,2
´η pR,R

dq, independent of η ą 0. We will unfold a parameter dependent center
manifold M0pc, νq ĂW 2,2

´δ pR,R
dq as the graph of a map

Ψ : E0 ˆ p´ε
1, ε1q2 Ñ kerQ.

We henceforth identify E0 with R2, via the map

pA,Bq ÞÑ u0 “ Ae0 `Be1.

Through pullback along the map id`Ψ, the shift map ϕτ on M0pc, µq induces a parameter dependent smooth flow
χτc,µ on R2. The function Λc,µ : R2 Ñ R defined by

Λc,µpA,Bq :“ Lµ
`

u0 `Ψpu0, c, µq
˘

, u0 “ Ae0 `Be1,

is a Lyapunov function for the flow χτc,µ, whenever c ‰ 0.

Existence of traveling fronts. We will make use of Conley index theory, see for example [36] for an overview.
First, to compute the index we will employ the Conley continuation theorem along the parameter µ. This relies
on the existence of an isolating neighborhood, uniform in the parameter µ. To obtain such a neighborhood, we
compute

Λc,µpA,Bq “ ´
1

4
αA4 ´

1

4

κ2

κ2
0

B2 ` o
´

`

A2 ` |B|
˘2
¯

`O
´

`

|c| ` |µ|
˘`

|A| ` |B|
˘2
¯

as pA,B, c, µq Ñ p0, 0, 0, 0q; see Appendix A.1 for details. We then impose the following restriction upon K.

Hypothesis (Positive second moment). We require κ2 ą 0.

Using the expansion of Λc,µ, we then find that there exists a neighborhood 0 P V Ă R2 such that for any µ P p´ε1, ε1q
the flow χτc,µ is transverse to BV . We again refer to Appendix A.1 for details of this construction. We can now
employ the Conley continuation theorem, which states that

HCk
`

V, χτc,µ1

˘

– HCk
`

V, χτc,µ2

˘

, for any µ1, µ2 P p´ε
1, ε1q.

For µ ă 0, the set V contains precisely one stationary point of the flow χτc,µ, namely, pA,Bq “ p0, 0q. It then follows
from the gradient-like behavior that

HCk
`

V, χτc,µ
˘

– HCk
`

tp0, 0qu, χτc,µ
˘

, for µ ă 0.

For small µ ą 0, the set V contains precisely three stationary points of the flow χτc,µ, say, pA,Bq “ p0, 0q and
pA,Bq “ pA˘µ , 0q. Suppose however that it does not contain a heteroclinic solution between p0, 0q and one of the
points pA´µ , 0q, pA`µ , 0q. Then, in light of the gradient-like behavior of (37), we find that the invariant set contained
in V is

InvpV q “ tp0, 0qu Y I, where tp0, 0qu X I “ H.

Here, the set I could consist of only pA´µ , 0q and pA`µ , 0q, or it could contain a heteroclinic between them. By
additivity of the Conley index, for µ ą 0 we would then have

HCk
`

V, χτc,µ
˘

– HCk
`

tp0, 0qu, χτc,µ
˘

‘HCk
`

I, χτc,µ
˘

.
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Combining these results, we would find that

HCk
`

tp0, 0qu, χτc,´µ
˘

– HCk
`

tp0, 0qu, χτc,µ
˘

‘HCk
`

I, χτc,µ
˘

. (39)

Now let us without loss of generality assume that c ą 0. Our hypothesis on the destabilization of 0 then implies
that p0, 0q is stable for µ ă 0, and a saddle for µ ą 0. But then, for small µ ą 0 we have

HCk
`

tp0, 0qu, χτc,´µ
˘

–

$

&

%

Z2 if k “ 0,

0 otherwise,
HCk

`

tp0, 0qu, χτc,µ
˘

–

$

&

%

Z2 if k “ 1,

0 otherwise.

This contradicts (39). We may therefore conclude, the existence of at least one heteroclinic point pA,Bq “ pAh, Bhq
for any given small positive wave speed c ą 0 and small µ ą 0, such that the heteroclinic orbit

Ť

τ χ
τ
c,µpAh, Bhq is

contained in V , and connects p0, 0q with one of the points pA´µ , 0q, pA`µ , 0q. The definition of the trapping region V
ensures that the heteroclinic

uh “ Ahe0 `Bhe1 `ΨpAh, Bh, c, µq

satisfies
sup
τPR

}ϕτuh}W 1,2
´δ pR,R

dq
ă

ε

C0,2,´η
.

Hence by inequality (24) we have }uh}C0
b pR,R

dq ă ε, so that uh is a solution of the unmodified equation (35).
If, in addition, we assume that sµ is an odd function for each µ P p´ε1, ε1q, we have the Z2-symmetry upxq ÞÑ ´upxq

in (37). Then A´µ “ ´A
`
µ , hence Λc,µpA

´
µ q “ Λc,µpA

`
µ q, hence there cannot exist a heteroclinic orbit connecting

pA´µ , 0q and pA`µ , 0q. Furthermore, by symmetry considerations, there must then exist at least two heteroclinic
solutions u˘h of (35) for small c ‰ 0, µ ą 0, one connecting p0, 0q with pA´µ , 0q, and one connecting p0, 0q with
pA`µ , 0q.
Similar results can be obtained for the vector-valued neural field equation, adapting the assumptions:

(1) For any u, the linearization DSpuq is positive definite.

(2) There exists a function E : Rd Ñ R such that ∇Epuq “ ´DSpuqu.

(3) The full symbol Σpu; c, µq satisfies Hypothesis (C4).

5.3 Solitons and periodic waves in Whitham type equations

We recall from Example 1.3 that traveling waves upt, xq “ upξq, ξ “ x´ ct in Whitham type equation

ut ` 2αuux `

ż

Kpx´ yquxpt, yqdy “ 0

satisfy
ˆ

αu2 ´ cu`K ˚ u

˙1

“ 0.

Integrating and assuming uÑ 0 at infinity, one obtains

αu2 ´ cu`K ˚ u “ 0. (40)

The question of existence of homoclinic and periodic solutions to (40) is considered in for example [15, 16] using a
variational approach. We present here an alternative proof for the existence of small amplitude homoclinics and
periodic solutions, using the Hamiltonian formalism for nonlocal equations. A classical choice for the kernel is
(see [44])

Kpxq “

ż

R

eixξ

d

tanhpξq

ξ
dξ. (41)

28



Unfortunately, the formulation of the results in [18,20] does not allow for the kind of mild singularity at the origin
that this kernel exhibits. Although, upon inspection, these assumptions there could in fact be weakened to include
such singularities, we will restrict ourselves here to Whitham type equations where the kernel satisfies hypothesis
(C3). The problem (40) can be written in the slightly more general form

K ˚ u` F 1cpuq “ 0, (42)

for some parameter dependent potential Fc : R Ñ R. Motivated by (40) and (41), we impose the following
restrictions upon K and Fc.

Hypothesis (Critical wave speed). There exists a c˚ ‰ 0 so that the following holds.

(1) The kernel K satisfies

pKpνq ´ c “ p´ν2 ` c´ c˚qdpν; cq, with pKpνq “

ż

R

e´νxKpxqdx,

where dpν; cq ‰ 0 for all ν P iR and |c´ c˚| ă ε1, for some ε1 ą 0.

(2) The nonlinearity Fc is Ck`3 smooth, k ě 2, and of the form

Fcpuq “ ´
1

2
cu2 `

1

3
αu3 `O

´

u2
`

|u| ` |c´ c˚|
˘2
¯

, as pu, cq Ñ p0, c˚q,

for some α ‰ 1{3.

A quick calculation shows that the speed c˚ is the group velocity of linear waves near u “ 0.

Hamiltonian dynamics. Equation (42) has a variational structure, with Lagrangian, Hamiltonian, and presym-
plectic structure,

Lcpu, nq “ Fcpuq `
1

2
un,

Hcpuq “ ´

ˆ

Fcpuq `
1

2
uK ˚ u

˙
ˇ

ˇ

ˇ

ˇ

x“0

`
1

2

ĳ

Q

Kpx´ yq

ˆ

upxqu1pyq ´ u1pxqupyq

˙

dx dy,

ωpv, wq “

ĳ

Q

Kpx´ yq

ˆ

vpxqwpyq ´ wpxqvpyq

˙

dxdy, Q “ p´8, 0q ˆ p0,8q.

(43)

Center manifold reduction. Assume that the kernel K is exponentially localized. The principal and full symbol
Σp and Σ from (25) and (26), are

Σppν; cq “ ´c, Σpν; cq “ pKpνq ´ c,

thus satisfying Hypothesis (Cµ) near c “ c˚. A basis for E0 :“ ker T0 and a projection Q onto E0 are

e0pxq “ 1, e1pxq “ x, Qu :“ up0qe0 ` u
1p0qe1.

The projection extends to W 2,2
´η pR,R

dq, for all η ą 0. We will unfold a parameter dependent center manifold
M0pc´ c˚q ĂW 2,2

´δ pR,R
dq as the graph of a map

Ψ : E0 ˆ p´ε
1, ε1q Ñ kerQ.

and choose coordinates in E0 via
pA,Bq ÞÑ u0 “ Ae0 `Be1.
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Through pullback along the map id`Ψ, the shift map ϕτ on M0pc ´ c˚q induces a parameter dependent smooth
flow χτc on R2. The function Hc : R2 Ñ R defined by

HcpA,Bq :“ Hc

`

u0 `Ψpu0, c´ c˚q
˘

, u0 “ Ae0 `Be1,

is the Hamiltonian for the flow χτc . The corresponding symplectic form rωpA,Bq,c on R2 is defined via the pullback
relation

rωpA,Bq,cpv, wq :“ ω
`

v `DuΨpu0, c´ c˚qv, w `DuΨpu0, c´ c˚qw
˘

, where v, w P R2.

We note that a parameter independent center manifold can be expanded around µ “ µ˚ for each c ě 0. Hence the
center manifold exists for all c P p´ε1,8q and µ close to µ˚, and the flow of small amplitude u PM0pc, µ´ µ˚q is
Hamiltonian, for all c ě c˚.

Asymptotic expansion of Hc. By expanding the center manifold and the Hamiltonian, one computes

HcpA,Bq “
1´ 3α

6
A3 `

1

2
pc´ c˚qA

2 ´
1

4
κ2B

2

`O
`

A4 ` |B|3 ` |A|B2 ` |A|3|B| ` |c´ c˚|p|A|
3 ` |AB| `B2q ` |c´ c˚|

2A2
˘

as pA,B, cq Ñ p0, 0, c˚q; see Appendix A.2 for a detailed computation. We define the truncated Hamiltonian

rHcpA,Bq “
1´ 3α

6
A3 `

1

2
pc´ c˚qA

2 ´
1

4
κ2B

2.

In the following, we discuss the reduced flow for the case κ2 ą 0, as is the case when K is of the form (41). The
case κ2 ă 0 yields similar results.

Existence of solitons for c ą c˚. For c ą c˚, the geometry of the level set
!

pA,Bq : rHcpA,Bq “ rHcp0, 0q
)

dictates the existence of a homoclinic point pAh, 0q in the modified flow rχτc on R2, defined through

Bτ rχ
τ
c “ V

ĂHc
˝ rχτc , where ´D rHcpuq “ rωpA,Bq,cpVĂHc

pA,Bq, ¨q.

Define the homoclinic orbit
rγch :“ t0u Y

ď

τPR

 

rχτc pAh, 0q
(

.

One readily estimates
distp0, rγchq “ O p|c´ c˚|q as cÑ c˚.

Consequently, the unperturbed Hamiltonian vector field VHc is a C1-small perturbation of V
ĂHc

. Furthermore, note
the homoclinic intersects the plane B “ 0 transversely. By the reversible symmetry pA,Bq ÞÑ pA,´Bq, inherited
from the symmetry upxq ÞÑ up´xq, the homoclinic will persist in the unperturbed system, for small |c ´ c˚|. The
smallness of the orbit rγch, combined with inequality (24), implies the existence of a homoclinic uch to 0 in the full
system (42).

Periodic waves. In the regime c ą c˚, it follows that the homoclinic orbit is shadowed by periodic orbits. More
precisely, using [43], we see that there exists a family uc,s, s P p0, εq of periodic orbits, such that

lim
sÑ0

dist
`

uc,s,Γch
˘

“ 0, lim
sÑ0

periodpuc,sq “ 8,

where
Γch :“

ď

τPR

 

ϕτu
c
h

(

.
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For parameter values c ă c˚, the linearization of the Hamiltonian flow at 0 has eigenvalues ˘i
a

|c´ c˚|. Arguing
as in Section 5.1, one proves the existence of a family uc,s PM0, s P p0, εq, of periodic solutions of (42), such that

lim
sÑ0

}uc,s}C0
b pR,R

dq “ 0, lim
sÑ0

periodpuc,sq “
2π

a

|c´ c˚|
.

We remark here that similar results could have been obtained without the Hamiltonian structure, but instead relying
on local bifurcation analysis using reversibility, only.

5.4 Wavenumber selection in NLS

Recall from Example 1.4 the triggered nonlinear, nonlocal Schrödinger equation

A2 `

ˆ

λpxq ´
c2

4

˙

A`DSpAqK ˚ SpAq “ 0. (44)

Here Spuq “ fp|u|2q and we assume λ satisfies

λpxq “

$

&

%

0 if x ď ´`,

1 if x ě `,

for some value of ` ą 0. Using the canonical identification C – R2, we rewrite (44) into a system of real equations,

A2 `

ˆ

λpxq ´
c2

4

˙

A`DspAqT k ˚ spAq “ 0. (45)

where A : RÑ R2,

spuq :“

˜

fp|A|2q

fp|A|2q

¸

, kprq :“

˜

Kprq 0

0 Kprq

¸

.

Then (45) has a variational structure, with Lagrangian

Lpx, u, v, nq “ Epx, u, vq `
1

2
spuq ¨ n, where Epx, u, vq “ ´

1

2
|v|2 `

1

2

ˆ

λpxq ´
c2

4

˙

|u|2.

Symmetry and conserved quantity. The symmetry group of (45) is G “ Op2q ˆ t1u. The Lie algebra
g “ op2q ˆ t0u consists of matrices ξ of the form

ξ “ α

˜

0 1

´1 0

¸

, α P R, (46)

acting on functions u : R Ñ R2 via left multiplication. Hence the conserved quantity Cξpuq as defined in theorem
2.5 is of the form

Cξpuqpxq “ ∇vEpx, u, u
1q ¨ uξ `Bξpϕxuq.

Since u ÞÑ Spuq is invariant under the G-action on u, we have

DSpuquξ “
d

dτ
S

ˆ

expepτξq ‚ u

˙

“ 0.

Hence Bξpϕxuq “ 0. Thus
Cξpuq “ ´u1pxq ¨ ξupxq.

Note that this quantity is independent of c and λ.
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Restriction on wavenumbers. We consider the behavior of (45) with a constant potential µ, that is,

A2 ` µA`DSpAqK ˚ SpAq “ 0, (47)

where we will have µ “ ´c2{4 near x “ ´8 and µ “ 1 ´ c2{4 near x “ ˘8. Plane waves Apxq “ expepxξq ‚A0,
with ξ P op2q and A0 P R

2zt0u, solve

}ξ}2 “ µ` 2κ0f
1
`

|A0|
2
˘

f
`

|A0|
2
˘

, (48)

with κ0 “
ş

R
Kprqdr. Now suppose A P C2

b pR,R
2q solves (45) and connects to plane waves A˘, that is, αpAq “ A´

and ωpAq “ A`, with α and ω as in Definition 4.2. Since A˘ are planar waves, we have A1˘ “ ξ˘A˘0 , hence

CξpA˘qpxq “ ´|ξ˘A˘0 |2.

Since Cξpuq must be constant, it must hold that

´ |ξ´A´0 |
2 “ lim

xÑ´8
CξpAqpxq “ lim

xÑ8
CξpAqpxq “ ´|ξ`A`0 |2. (49)

Now if, for example,

2κ0f
1
`

|a|2
˘

f
`

|a|2
˘

ă
c2

4
, for all a P R,

it follows from (48) that A´ “ 0. Hence, in light of (49), either ξ` “ 0 or A`0 “ 0. Likewise, if

2κ0f
1
`

|a|2
˘

f
`

|a|2
˘

ă
c2

4
´ 1, for all a P R,

we have A` “ 0 and therefore either ξ´ “ 0 or A`0 “ 0. In both cases, we find the selection of the wavenumber ξ “ 0

for nontrivial plane waves compatible with the parameter step, based on conservation of the angular momentum
associated with the gauge symmetry.

6 Discussion

We considered a class of nonlocal equations, where the nonlocal contribution is in the form of a symmetric convo-
lution operator. With the aid of a nonlocal analogue of Green’s formula, we derived conserved quantities out of
symmetries of the equation. For translation symmetries up¨q ÞÑ up¨ ` τq, the associated conserved quantity can be
interpreted as the Hamiltonian of the nonlocal system, generating the “dynamics” through a symplectic formalism,
at least formally, but rigorously on center manifolds. We also established gradient-like dynamics when dissipa-
tive terms, for instance advection terms from a traveling-wave ansatz, are added. We comment here on possible
generalizations and limitations to our approach.

More general nonlocal operators. The specific form of a bilinear form composed of pointwise evaluation
and convolution is clearly unnecessarily restrictive. Generalizations could include multilinear convolution, singular
integral, or pseudo-differential operators. It is conceivable that the Noether theorem extends to such equations. In-
teresting, more general, examples of symmetries would then be nonlocal symmetries arising through scale invariance
upxq ÞÑ αpτqupβpτqxq. Particular examples in this direction are nonlocal operators based on fractional powers of the
Laplacian. Based on a local formulation, Hamiltonian identities have been derived in this case [11] and exploited in
existence and uniqueness proofs [21]. The present techniques point towards generalizations beyond the particular,
scale-invariant fractional Laplacian with its interpretation as a local operator in an extended half space.
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Infinite-dimensional systems. We considered nonlocal equations where u : RÑ Rd, only. Natural generaliza-
tions would extend to u : RÑ X , where X is a Hilbert or Banach space. Extending the Noether theorem does not
appear to cause any difficulties and leads to generalized Hamiltonian identities as in [22]. We caution however that
results based on center manifold reduction or Fredholm theory would require an extension of [18].

Global topological invariants. The example in Section 5.2 illustrates how the gradient-like behavior, combined
with robust topological machinery such as the Conley index, can be used to prove the generic existence of heteroclinic
orbits in dissipative systems. We relied on a center manifold reduction, since Conley index theory is typically only
applicable in finite dimensional settings. Extensions of these ideas to large amplitude solutions are conceivable,
albeit much more technically involved. One would likely have to develop a new topological invariant, tailored
towards dissipative nonlocal equations, which captures the dynamical properties. The spectral flow theory from [18],
combined with the gradient-like behavior, gives rise to a setting in which one can analyze moduli spaces of connecting
orbits. It seems likely that this ultimately could lead to a global Floer homology theory, comparable to [3, 4].

Global Hamiltonian dynamics. It would be interesting and quite useful to find conditions on the kernel K and
the underlying function spaces, such that ω is nondegenerate, without restricting to a center manifold. This would
put the nonlocal equations in the context of Hamiltonian PDEs, as considered for example in [29], possibly allowing
for global Lyapunov center theorems and KAM theory. A first step in this direction could be an extension of center
manifold theory [20] to neighborhoods of periodic solutions, comparable to [35], where new questions arise, both in
terms of regularity constraints necessary for the reduction procedure and in terms of the reduced dynamics.

A Computations on the center manifold

A.1 Neural field equations

A.1.1 Constructing a trapping region

We construct a small neighborhood V of p0, 0q for which the flow of χτc,µ is transverse to the boundary BV , for a
fixed c ‰ 0, but uniform in µ P p´ε1, ε1q, small. First, we formally expand

ΨpA,B, c, µq “
ÿ

i,j,k,lě1

AiBjckµlψi,j,k,l, where ψi,j,k,l P kerQ.

The tangency DuΨp0, 0, 0, 0q “ 0 implies ψ1,0,0,0 “ ψ0,1,0,0 “ 0. For c “ µ “ 0, equation (37) is invariant under the
map upxq ÞÑ ´upxq. It follows that ΨpA,B, 0, 0q “ ´Ψp´A,´B, 0, 0q, such that ψ2,0,0,0 “ ψ0,2,0,0 “ ψ1,1,0,0 “ 0.
In order to compute the Taylor expansion Λc,µpA,Bq, we consider the boundary term in (38),

Bµpuq “
1

2

ĳ

Q

Kpx´ yq

ˆ

sµpupxqqs
1
µpupyqqu

1pyq ´ spupyqqs1µpupxqqu
1pxq

˙

dx dy. (50)

Formally, we let
Bµpuq “

ÿ

i,j,k,lě1

AiBjckµlbi,j,k,l.

First note that

sµpuqs
1
µpvqw “ κ´2

0 uw ´ ακ´1
0 u3w ´ 3ακ´1

0 uv2w `O
´

`

|u| ` |v|
˘4
|w| ` |µ||u||w|

¯

(51)

as pu, v, w, µq Ñ p0, 0, 0, 0q. In the following, we use the notations

P pu, vq :“
1

2

ĳ

Q

Kpx´ yq

ˆ

upxqvpyq ´ vpxqupyq

˙

dxdy, κm :“

ż

R

rmKprqdr. (52)
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We now compute terms up to order O
´

`

A2 ` |B|
˘2
¯

in the expansion of Bµ.

Terms of order Op|A| ` |B|q. From (51) we see that the expansion of B does not contain linear terms, hence
b1,0,0,0 “ b0,1,0,0 “ 0.

Terms of order OpA2q. At order OpA2q we obtain

b2,0,0,0 “ κ´2
0 P pe0, e

1
0q “ κ´2

0 P pe0, 0q “ 0.

Terms of order OpB2q. At order OpA2q we find, using Lemma 3.6,

b0,2,0,0 “ κ´2
0 P pe1, e

1
1q “

1

2
κ´2

0 C1,0κ2 “ ´
1

4

κ2

κ0
.

Terms of order Op|AB|q. At order Op|AB|q we find, using Lemma 3.6 and κ1 “ 0 due to K being even,

b1,1,0,0 “ κ´2
0

ˆ

P pe0, e
1
1q ` P pe1, e

1
0q

˙

“ κ´2
0 P pe0, e

1
1q “

1

2
κ´2

0 C0,0κ1 “ 0.

Terms of order Op|A|3q. At order Op|A|3q we have, using that ψ2,0,0,0 “ 0,

b3,0,0,0 “ κ´2
0 P pe0, ψ

1
2,0,0,0q “ κ´2

0 P pe0, 0q “ 0.

Terms of order OpA2|B|q. At order OpA2|B|q we find, using thatψ2,0,0,0 “ ψ1,1,0,0 “ 0,

b2,1,0,0 “ κ´2
0

ˆ

P pe1, ψ
1
2,0,0,0q ` P pψ2,0,0,0, e

1
1q ` P pe0, ψ

1
1,1,0,0q ` P pψ1,1,0,0, e

1
0q

˙

“ 0.

Terms of order OpA4q. Finally, at order OpA4q we obtain

b4,0,0,0 “ κ´2
0 P pψ2,0,0,0, ψ

1
2,0,0,0q ` 2ακ´1

0 P pe3
0, e

1
0q ´ 6ακ´1

0 P pe0, e
2
0e
1
0q “ 0.

We conclude that
Bµpuq “ ´

1

4

κ2

κ0
B2 ` o

´

`

A2 ` |B|
˘2
¯

`O
´

`

|c| ` |µ|
˘`

|A| ` |B|
˘2
¯

as pA,B, c, µq Ñ p0, 0, 0, 0q.
It remains to compute the expansion of the term

´

ˆ

Eµpuq `
1

2
sµpuqK ˚ sµpuq

˙
ˇ

ˇ

ˇ

ˇ

x“0

in (38). Since ψijkl P kerQ, one has ψijklp0q “ ψ1ijklp0q “ 0, hence

´

ˆ

Eµpuq `
1

2
sµpuqK ˚ sµpuq

˙ˇ

ˇ

ˇ

ˇ

x“0

“ ´EµpAq ´
1

2
sµpAq K ˚ sµpuq|x“0 .

Since u solves (37), one has
K ˚ sµpuq|x“0 “

`

u´ cu1
˘
ˇ

ˇ

x“0
“ A´ cB. (53)

With this one readily computes that

´

ˆ

Eµpuq `
1

2
sµpuqK ˚ sµpuq

˙
ˇ

ˇ

ˇ

ˇ

x“0

“ ´
1

4
αA4 `O

´

|A|3
`

|µ| ` |A|
˘2
` |c||A||B|

¯

,

as pA,B, c, µq Ñ p0, 0, 0, 0q.
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Combining these calculations, we obtain

Λc,µpA,Bq “ ´
1

4
αA4 ´

1

4

κ2

κ2
0

B2 ` o
´

`

A2 ` |B|
˘2
¯

`O
´

`

|c| ` |µ|
˘`

|A| ` |B|
˘2
¯

,

as pA,B, c, µq Ñ p0, 0, 0, 0q. Interestingly, (53) is the only place in the computation of this expansion where we used
that M0 consists of solutions of (37). Furthermore, we did not need to compute the Taylor expansion of Ψ itself.
We now require that p0, 0q is a local maximum of Λc,µ by imposing the following restriction upon K.

Hypothesis (Positive second moment). We demand that κ2 ą 0.

Let ε, ε1 ą 0 be as dictated by the parameter dependent center manifold theorem, and fix c P p´ε1, ε1qr t0u. Given
δ1 ą 0, define

V :“

"

pA,Bq P R2 :

ˇ

ˇ

ˇ

ˇ

1

4
αA4 `

1

4

κ2

κ2
0

B2

ˇ

ˇ

ˇ

ˇ

ă δ1
*

.

We choose δ1 sufficiently small, so that

›

›u0pxq `Ψpu0qpxq
›

›

W 1,2
´δ pR,R

dq
ă

ε

C0,2,´η
, for pA,Bq P V, u0 “ Ae0 `Be1,

and the gradient of Λc,0 is inward pointing along BV . Here C0,2,´η is the constant from inequality (24). Since Λc,µ

is monotone along the flow for c ‰ 0, we find that after decreasing δ1 and ε1 if needed, for any µ P p´ε1, ε1q the flow
χτc,µ is transverse to BV .

A.2 Whitham type equations

A.2.1 Expanding the Hamiltonian

Asymptotic expansion of Ψ. We formally expand Ψ as

ΨpA,B, c´ c˚q “
ÿ

i,j,kě1

AiBjpc´ c˚q
kψi,j,k, where ψi,j,k P kerQ.

The tangencyDuΨp0, 0, 0q “ 0 implies ψ1,0,0 “ ψ0,1,0 “ 0. Here we compute the terms of orderO
``

|c´ c˚||A| `A
2
˘

in the expansion of Ψ.

Terms Op|c´ c˚||A|q. Collecting terms of order Op|c´ c˚||A|q, we find that

c˚ψ1,0,1 `K ˚ ψ1,0,1 “ e0, ψ1,0,1 P kerQ.

Substituting the ansatz ψ1,0,1pxq “ β1,0,1x
2 ` ϕ1,0,1 with ϕ1,0,1 P E0 and evaluating at x “ 0 leads to the

compatibility condition β1,0,1κ2 “ 1. Hence, ψ1,0,1pxq “ κ´1
2 x2 ` ϕ1,0,1. Then Qpψ1,0,1q “ ϕ1,0,1, and ϕ1,0,1 “ 0.

Terms of order OpA2q. At quadratic order in A, we find

c˚ψ2,0,0 `K ˚ ψ2,0,0 “ ´αe0, ψ2,0,0 P kerQ.

Substituting the ansatz ψ2,0,0pxq “ β2,0,0x
2 ` ϕ2,0,0 with ϕ2,0,0 P E0 and evaluating at x “ 0 leads to the

compatibility condition β2,0,0κ2 “ ´α. Hence ψ2,0,0pxq “ ´ακ
´1
2 x2`ϕ2,0,0. Then Qpψ2,0,0q “ ϕ2,0,0, from which

we find ϕ2,0,0 “ 0.
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Asymptotic expansion of Hc. We now compute the Taylor expansion of HcpA,Bq.
First, we consider the boundary term in (43), that is,

Bcpuq “
1

2

ĳ

Q

Kpx´ yq

ˆ

upxqu1pyq ´ u1pxqupyq

˙

dxdy. (54)

Formally, we set
Bcpuq “

ÿ

i,j,kě1

AiBjpc´ c˚q
kbi,j,k.

In the following, we let P and κm be as defined in (52) and (52), respectively. We now compute the expansion of
Bµ.

Terms of order OpA2q. At order OpA2q we obtain

b2,0,0 “ P pe0, e
1
0q “ 0.

Terms of order OpB2q. At order OpA2q we find, using Lemma 3.6,

b0,2,0 “ P pe1, e
1
1q “

1

2
C1,0κ2 “ ´

1

4
κ2.

Terms of order Op|AB|q. At order Op|AB|q we find, using Lemma 3.6 and κ1 “ 0 due to K being even,

b1,1,0 “
1

2
P pe0, e

1
1q “

1

2
C0,0κ1 “ 0.

Terms of order Op|A|3q. At order Op|A|3q, we have

b3,0,0 “ P pe0, ψ
1
2,0,0q “ ´

α

κ2
C0,1κ2 “ ´

α

2
.

Terms of order OpA2|B|q. At order OpA2|B|q, we find, using κ3 “ 0 due to K being even,

b2,1,0 “ P pψ2,0,0, e
1
1q ` P pe1, ψ

1
2,0,0q “

1

2
C2,0κ3 ´

α

κ2
C1,1κ3 “ 0.

Terms of order Op|c´ c˚|A2q. Finally, the first nonzero parameter-dependent term is

b1,0,1 “ P pe0, ψ
1
1,0,1q “

1

κ2
C0,1κ2 “

1

2
.

We conclude that

Bcpuq “ ´
α

2
A3 `

1

2
pc´ c˚qA

2 ´
1

4
κ2B

2

`O
`

A4 ` |B|3 ` |A|B2 ` |A|3|B| ` |c´ c˚|p|A|
3 ` |AB| `B2q ` |c´ c˚|

2A2
˘

as pA,B, cq Ñ p0, 0, c˚q. It remains to compute the expansion of the term

´

ˆ

Fcpuq `
1

2
uK ˚ u

˙
ˇ

ˇ

ˇ

ˇ

x“0

in (43). Since ψijk P kerQ, one has ψijkp0q “ ψ1ijkp0q “ 0, hence

´

ˆ

Fcpuq `
1

2
uK ˚ u

˙
ˇ

ˇ

ˇ

ˇ

x“0

“ ´FcpAq ´
1

2
A K ˚ u|x“0 .
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Using the fact that u solves (42), we obtain

K ˚ u|x“0 “ ´F
1
cpAq “ cA´ αA2 `O

´

|A|
`

|A| ` |c´ c˚|
˘2
¯

, as pA, cq Ñ p0, c˚q,

hence
´

ˆ

Fcpuq `
1

2
uK ˚ u

˙
ˇ

ˇ

ˇ

ˇ

x“0

“ ´FcpAq `
1

2
AF 1cpAq “

1

6
αA3 `O

´

A2
`

|A| ` |c´ c˚|
˘2
¯

as pA, cq Ñ p0, c˚q.
Combining these calculations, we have obtained the expansion

HcpA,Bq “
1´ 3α

6
A3 `

1

2
pc´ c˚qA

2 ´
1

4
κ2B

2

`O
`

A4 ` |B|3 ` |A|B2 ` |A|3|B| ` |c´ c˚|p|A|
3 ` |AB| `B2q ` |c´ c˚|

2A2
˘

as pA,B, cq Ñ p0, 0, c˚q.
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